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ABSTRACT The adequate choice of excitation parameters is detrimental to the high performance operation
of switched reluctance generators. Such task, however, is a complex problem which lacks solutions with
simple analytical formulations. In this context, this paper presents a performance optimization procedure for
switched reluctance generators operating in the current controlled region, below base speed. The proposal
allows optimal firing angles to be determined based on the particle swarm optimization algorithm. A cost
function is designed as a means to ensure performance with a compromise between reduced torque ripple
and increased energy efficiency. A comparison with a traditional exhaustive search algorithm is provided,
highlighting the reduced computational complexity of the proposal. Moreover, an original statistical analysis
is presented as a means to demonstrate the low dispersion of the PSO-based procedure. Experimental results
are provided in order to demonstrate the performance of the wind energy conversion system operating with
optimal parameters.

KEYWORDS Firing angles, particle swarm optimization, switched reluctance generator, wind power.

I. INTRODUCTION
Switched reluctance generators (SRGs) present a simple
structure, mechanical robustness, low manufacturing costs
and an excellent fault tolerant capability. Moreover, the
machine is suitable for application in hostile environments
and capable of operating in a wide speed range [1]–[3].
The adoption of renewable energy sources, especially wind
power, has increased significantly with the ever-growing con-
cerns surrounding the environment and the use of fossil fuels.
In this scenario, SRGs stand out as a suitable alternative
for use in wind energy conversion systems (WECS) [4]–[9].
When compared to other alternatives, such as the doubly
fed induction generators (DFIG) and permanent magnet syn-
chronous generators (PMSGs), the SRG presents significant
advantages. First, the SRG does not make use of permanent
magnets or windings in the rotor of the machine, resulting
in a considerably lower cost of acquisition [10]. Moreover,
SRG-based WECS may present a structure without a gear-
box, known as a direct-drive system. This topology presents
increased reliability, given that it avoids the maintenance
and failures that a gearbox potentially might endure. In
addition, direct-drive wind turbines feature reduced weight

and complexity [11]. The generators used in direct-drive sys-
tems, however, are low-speed high-torque machines, which
often present lower efficiency when compared to high-speed
generators [12]. Note that with adequate machine design,
some of these issues may be mitigated [13]. Nevertheless,
characteristics such as high torque ripple, acoustic noise
production and a highly nonlinear behavior are among the
main challenges of SRGs [14].

Unlike other electrical machines, the excitation interval of
the SRG, given by the firing angles θon and θoff , directly
impacts the performance of the system. These parameters can
be selected aiming to improve energy efficiency or reduce
torque ripple, for example, which are both essential aspects
to achieve a high performance SRG-based WECS [15].
However, the SRG presents a very complex and nonlinear
model, hindering the use of simple analytical formulations
to determine the optimal excitation interval. As a result, in
recent years researchers have put significant effort in devel-
oping techniques for firing angle selection and performance
optimization of SRGs [15]–[25].

In [15] a comprehensive discussion on the energy conver-
sion process and control of SRGs is presented. An investiga-
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tion on the impact of the firing angles on the machine is also
conducted, evaluating the impact in variables such as the DC-
link current. The author is able to demonstrate that different
angle combinations can lead to the same output power,
while showing very different torque ripple and efficiency
metrics. The optimal performance of SRGs operating in the
current-controlled region is the topic of investigation in [16].
A large number of simulations is performed in order to
characterize the efficiency and torque ripple behavior with
respect to the firing angles. As a solution, a simple controller
making use of low complexity expressions for online turn-
on and turn-off angle calculation is proposed. Given that the
proposal of [16] was limited to operation below base speed,
in [17] a similar study is carried out for SRGs operating
with single-pulse control. Once more, a structure for optimal
firing angle control is presented. The authors combine the
proposals of [16] and [17] in [18], where a unified firing
angle control approach for four quadrant operation in the
entire speed range of the machine is described. Closed-loop
angle control techniques, however, may lead to increased
computational burden and augmented system complexity,
given that additional controllers must be designed.

One alternative to avoiding closed-loop control techniques
is the use of offline firing angle optimization strategies, such
as exhaustive search approaches. These algorithms are able
to successfully determine adequate excitation parameters
while avoiding the need of any analytical formulations.
Moreover, other advantages such as simplicity, evaluation
of the entire search space and ensuring an optimal result
is always found are also observed [8]. As such, several
research studies have used an exhaustive search algorithm for
SRG firing angle optimization [19]–[21]. In [19] extensive
simulation is used in order to characterize the efficiency
of the SRG as a function of the firing angles. Similarly,
efficiency enhancement of an SRG is achieved in [20]
through an iterative exhaustive search for optimal firing
angles. In [21] dynamic simulations are used to optimize
the performance of an SRG considering torque ripple, flux
and current metrics. A sweeping approach is used and the
optimal parameters are fitted to a high order polynomial for
implementation. Exhaustive search strategies, however, have
known drawbacks. Evaluating the entire search space often
leads to a large computational burden. Moreover, depending
on the number of parameters to be optimized or size of the
search space, the approach may not be feasible [8].

The use of intelligent algorithms is a solution often
employed for problems with complex formulation and that
would otherwise require significant computational burden to
be solved. These algorithms enable faster convergence and
reduced computational complexity, given the entire search
space does not need to be evaluated. As such, several re-
searchers have proposed optimization procedures considering
superior optimization techniques [22]–[25]. In [22] a genetic
algorithm is used in order to determine the optimal firing an-
gles of an SRG. A multi-objective performance optimization

for SRGs in single pulse operation is presented in [23], where
a three-term cost function is adopted. In similar fashion,
the design of computational experiments is employed in
[24] for a multi-objective performance optimization of an
SRG-based WECS. A normalized cost function containing
torque, flux and current metrics is adopted and optimization
is performed for operation below and above base speed. The
same procedure is also employed for the system used in [25].

Another popular metaheuristic for engineering problems is
the particle swarm optimization (PSO) algorithm, proposed
by [26]. In this context, an optimization procedure for the
firing angles of SRGs operating in the current-controlled
region based on the PSO algorithm is proposed in [27].
A traditional exhaustive search approach is detailed and
then compared to the proposed PSO strategy. The proposal
is capable of significant reduction in computational burden
while also enabling a simple digital implementation through
a linear regression, avoiding memory intensive lookup tables.
In this regard, this paper can be seen as an extension of
[27]. Once more, seeking to ensure a balance of reduced
torque ripple and improved energy efficiency, a two-term
normalized cost function is chosen. Unlike the original
proposal, the computational efficiency of the PSO procedure
is further highlighted in this paper. Moreover, a statistical
analysis is presented as a means to demonstrate the low
dispersion and high repeatability of the proposed method,
something not presented previously in literature for SRG
firing angle optimization. Lastly, experimental results are
provided, demonstrating the performance of the system with
the proposed control strategy under different operating con-
ditions.

The main contributions of this paper can be summarized
as follows:

1) A systematic and straightforward PSO-based firing an-
gle optimization strategy for SRGs in wind power ap-
plications. Compared to other strategies, the proposal
presents significantly reduced computational complex-
ity, enabling a faster design stage.

2) Due to the design choices of using an optimal power
profile and a fixed DC-link voltage, the proposal is able
to achieve a simple digital implementation, avoiding
the use of lookup tables, as well as any additional
hardware or complex controllers.

3) A statistical analysis of the results through the use
of a dispersion metric, demonstrating the adequate
convergence, and high repeatability of the proposal,
something not previously presented in SRG literature.

II. SRG-BASED WIND ENERGY CONVERSION SYSTEM
In a wind turbine the mechanical power, Pm, is given by

Pm =
1

2
πρCp (λ, β)R

2V 3 (1)

where ρ is the air density, Cp (λ, β) is power coefficient of
the wind turbine , λ is the tip speed ratio, β is the blade pitch
angle, R is the rotor radius and V is the wind speed [28].
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Variable speed operation is an effective way of increasing
the energy efficiency of wind turbines operating below the
rated speed [4]. As such, the optimal output power profile
for the studied WECS is given by

Popt = koptω
3
r (2)

where Popt is the optimal output power, kopt is a coefficient
related to the blade aerodynamics and ωr is the rotor speed.
Determining the value of kopt can be a complex task,
however, given that the machine used for this paper has a
construction and rated values identical to the one used in [7],
[24], the same coefficient value of kopt = 5.16× 10−4 will
be adopted. Then, considering the value of kopt in (2), the
optimal power curve of the system as a function of rotor
speed can be obtained, as shown in Fig. 1. Please note that
the proposed procedure is intended for the current-controlled
region, where a hysteresis regulator is used, detailed below.

FIGURE 1. Optimal output power curve for the studied system.

Considering the highly nonlinear behavior of the SRG, a
simple mathematical formulation cannot be used to express
the generated power of the machine. By taking some as-
sumptions into consideration, a simplified formulation can be
attained. Hence, the average output power can be described
by [24]

Pout =
NsNrV

2
DC

ωr

(∫ θ

θon

(θ − θon)

L (θ)
dθ

+

∫ θ

θon

(θoff − θ − θon)

L (θ)
dθ

) (3)

where Ns is the number of stator poles, Nr is the number
of rotor poles, VDC is the DC-link voltage, θon is the turn-
on angle, θoff is the turn-off angle, θ is the rotor position
and L (θ) is the phase inductance as a function of the rotor
position.

The effect of the firing angles, the DC-link voltage and
the rotor speed on the output power of the SRG is made
evident by (3). Considering the DC-link voltage value on
the optimization procedure, however, would increase the
complexity of the optimization problem, as a third variable
would be introduced. Moreover, grid connected converters
(GCC) often require a sufficiently high and stable DC-link
voltage [25]. Therefore, it is a reasonable design choice for
this paper to consider a fixed value of 400 V for the DC-
link voltage, as it is often considered for converters tied
to a 120 V grid [29], [30]. It should be noted that some

papers in the literature optimize the DC-link voltage [24],
[25], nonetheless, note that the same papers make use of
additional DC-DC converters in order to step-up voltage for
the GCC. In this context, by using a fixed DC-link voltage
the proposal reduces the cost of the system, avoiding the need
for additional hardware, as well as the control complexity,
circumventing the use of multiple controllers.

III. PARTICLE SWARM OPTIMIZATION
The particle swarm optimization is a metaheuristic inspired
in the intelligence of groups observed in nature, such as
flocks of birds and schools of fish. It was first proposed by
[26], being an efficient tool for solving complex optimization
problems. The PSO presents some advantages over other
optimization algorithms, such as effortless implementation,
robustness, no requirements of derivative calculation, among
others. When compared to an exhaustive search, specif-
ically, the PSO approach delivers significantly improved
computational efficiency, given that the entire search space
does not need to be evaluated. It should be noted that
adequate configuration parameters are required for the best
performance of the PSO algorithm [31], [32].

The PSO algorithm consists of a set of N particles being
initially randomly placed on the search space. At each
iteration the speed of the particles is updated based on the
individual and global knowledge, i.e. the minimum value
known by the particle and minimal value known by the
swarm, respectively. Typically, the algorithm is terminated
after a set number of M epochs, i.e. iterations, is executed
and the global minimum then is returned as the optimal
solution. Several variations of the PSO have been proposed
since it was first proposed, seeking to improve different
aspects algorithm [33]. The variation of the PSO algorithm
used in this paper can be summarized by the following steps:

1) The PSO algorithm is configured, where parameters
such as number of particles, number of epochs, social
and cognitive coefficients are set;

2) The position of each of the particles is randomly
initialized to values within the search space;

3) The cost function is evaluated for every particle with
respect to its current position;

4) The cost function values are compared to the ones
calculated in the previous iteration. If the cost is lower
than the minimum particle known value, Px.best, this
value is updated. Moreover, if any of the particles finds
a cost lower than the minimum global known value,
Gbest, this value is also updated;

5) The speed of every particle is updated according to the
following equation:

vx (k + 1) =λvx (k) + ψ1r1 (Px.best − sx (k))

+ ψ2r2 (Gbest − sx (k)) .
(4)

where vx (k) is the speed of a given particle in a
given epoch and λ is the inertia coefficient, used as
a means to slow down the movement of particles with
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the passing of epochs. Sub-index x is used to indicate
the particle number, where {x ∈ N : x > 0}, while
sub-index k is used to indicate the epoch number,
where {k ∈ N : k > 0}. Parameters ψ1 and ψ2 are the
cognitive and social coefficients, respectively. Terms r1
and r2 are functions that return a randomly generated
value with amplitude between 0 and 1 [31].

6) The position of every particle is updated according to
the following equation:

sx (k + 1) = sx (k) + vx (k + 1) (5)

where Sx (k) is the speed of a given particle in a given
epoch.

7) The algorithm repeats steps 2) to 6) until the stopping
criteria is met, in this case, the set number of epochs.

8) The best global known value at the end of execution,
Gbest, is returned as the solution of the PSO.

In the following Section, two SRG firing angle optimiza-
tion procedures will be presented.

IV. SRG FIRING ANGLE OPTIMIZATION
This Section presents two optimization procedures for the
firing angles of an SRG operating below base speed, in the
current-controlled region. As can be observed in (3), the ade-
quate selection can significantly impact the generated power,
as well as other parameters that directly impact performance
of the WECS. Note that for full-range operation, a single-
pulse control algorithm as well as a transition strategy must
be implemented, however, this is outside of the scope of the
paper.

The proposed optimization algorithms make use of se-
quential dynamic simulations. For that, a model is built in
MATLAB/Simulink® as depicted in [34]. The machine used
in this paper has a 12/8 3-phase configuration. Moreover, the
machine has a rated power of 2 kW and a rated speed of 157
rad/s, with a base speed of 110 rad/s. An asymmetric half-
bridge (AHB) converter is used to drive the SRG. The control
structure used is presented in the form of a block diagram in
Fig. 2. A cascaded control structure is implemented, where
an outer loop voltage controller and an inner loop current
controller are used. The voltage control is performed by
means of a sliding mode controller, detailed in [35], [36].
Current control is carried out using a hysteresis regulator,
where only the positive and negative voltage converter states
are used, characterizing hard-chopping operation.

In order to guide the optimization algorithms, a cost
function is necessary. Given that this paper seeks to achieve a
balance between reduced torque ripple and improved energy
efficiency, the cost function, F (θon, θoff ), can be written as

F (θon, θoff ) = T̄ripple + ī2rms (6)

where T̄ripple is the normalized torque ripple value and ī2rms

is the normalized square RMS current value in phase “a”.
The values are normalized by dividing any given value by the
maximum observed value inside the evaluated search space

FIGURE 2. Block diagram of the control structure.

for that particular metric. Torque ripple, Tripple, is calculated
as,

Tripple =
Tmax − Tmin

Tavg
(7)

where Tmax is the maximum torque value, Tmin is the
minimum torque value and Tavg is the average torque value
within a particular operating condition.

Remark 1:
The load connected to the SRG also affects the optimal
excitation parameters of the machine. Therefore, an op-
timization procedure should consider both different speed
and load conditions. This would yield a lookup table of
optimal firing angles which is dependent of speed and load,
increasing complexity and requiring meaningful memory
allocation [37]. For this paper, however, note that an optimal
power output profile is adopted, where for any given rotor
speed condition, only an optimal load value is considered.
Therefore, the proposal is less computationally intensive
and leads to a simpler digital implementation. Operation
under transient load conditions will lead to sub-optimal
performance, however, note this corresponds to a minor part
of the operation of the wind turbine and the above-listed
benefits outweigh minor performance losses, as depicted in
[37].

Remark 2:
The RMS current value is often considered in the cost
functions of similar proposals, such as [21], [24], as a means
to account for energy efficiency. In this proposal, however,
the cost function is designed considering the square of this
value, ī2rms. This is justified by the following reasons: i) the
squared RMS value better reflects the copper losses in the
WECS. ii) by squaring the values, the difference between
similar value points becomes more apparent, which in turn
facilitates the optimization procedure.

Remark 3:
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Some SRG optimization proposals have included a peak flux
linkage term in the cost function, in order to account for
iron losses. It should be noted, however, that in the current-
controlled region copper losses are prevalent, with iron
losses only being more prominent at high-speed operating
conditions. Moreover, reducing the RMS current value is a
sufficient approach, given that it also leads to a reduction
in the peak flux linkage value [15]. In this context, it is a
reasonable design choice to not include the flux linkage value
in the cost function for this paper.

Remark 4:
Although equal weight is given to both of the normalized
terms in the cost function, note that different values can be
considered, enabling the designer to steer the performance
of the SRG towards lower torque ripple or increased energy
efficiency, for example.

Two different firing angle optimization procedures will be
detailed in the following subsections. The first technique is
based on an exhaustive search optimization approach, while
the second technique is based on the PSO algorithm.

A. Exhaustive search optimization procedure
Fig. 3 presents the flowchart of the exhaustive search opti-
mization procedure. The SRG model described at the start
of this Section is used, along the configuration parameters
given in Table 1.

FIGURE 3. Flowchart of the exhaustive search optimization procedure.

Initially, the machine data are loaded into Simulink®,
i.e. the current and torque lookup tables. Following this,
the exhaustive search configuration parameters are also set.
Simulation process starts for the first desired speed value,

TABLE 1. Exhaustive search optimization parameters.

Parameter Value

Speed interval [60,100] rad/s
Speed step 10 rad/s
θon bounds [35◦,44◦]
θoff bounds [12◦,21◦]
θ increment 0.25◦

where all of the possible angle combinations are tested. At
the end of each simulation, the DC-link voltage value is
measured. If the average value is within ±1% of the refer-
ence value, then measured torque ripple and RMS current
metrics are stored. On the contrary, if the reference value
is not reached, the particular angle combination is excluded
from the optimization procedure. Note that all measurements
are performed after the system has reached a steady state
condition.

Once a simulation is finished and the decision of storing
the performance metrics is made, the firing angles are
incremented and the simulation process is resumed. This is
repeated until the last combination within the search space
is evaluated, that is, θon = θon final and θoff = θoff final.
Once every measurement is obtained, the maximum values
are located and the normalization of the torque and current
metrics is performed. With the normalized values, the cost
function (6) is computed for every angle combination, and
parameters that lead to the lowest cost are located. These
angles are then saved as the optimal firing angles for that
particular speed. The cost function values for a speed of 80
rad/s are presented in Fig. 4. For this condition, the optimal
firing angles are θon = 39.5◦ and θoff = 17.75◦.

FIGURE 4. Cost function values for the search space at a speed of 80
rad/s.

The optimization process is continued by incrementing the
speed value and repeating the simulation process described
previously. Once every speed value has been assessed, the
optimal firing angles are fitted to a linear regression. This
enables a straightforward, yet effective digital implementa-
tion. The resulting optimal firing angles for operation in the

Eletrônica de Potência, Rio de Janeiro, v. 30, e202550, 2025. 5

https://creativecommons.org/licenses/by/4.0/


Scalcon et al.: A Fast Firing Angle Optimization Approach for Current-Controlled Switched Reluctance Generators in Wind Power Applications

current-controlled region for the adopted system are given
by

θon opt (ωr) = −0.145 |ωr|+ 50.95

θoff opt (ωr) = 17.10.
(8)

A total of 6845 simulations were performed during the
execution of the exhaustive search optimization procedure,
with a total execution time of 250.13 minutes on an Intel
Core i7 laptop with 16GB of RAM.

Remark 5:
Although a linear regression is proposed, note that
θoff opt (ωr) is expressed as a fixed value. This is justified
by the fact that the regression resulted in a line with a very
small linear coefficient, with a magnitude inferior to 10−3.
Hence, the turn off angle would present an unnoticeable
variation with respect to speed in the desired speed interval.
Therefore, the value is considered a constant as a simplifying
measure, given that implementing the resulting regression
will lead to no measurable performance improvement. Please
note, however, that this is not a general rule and may not be
true for different SRGs.

B. PSO-based optimization procedure
Fig. 5 presents the flowchart of the proposed particle swarm
optimization procedure. Once more, the SRG model de-
scribed at the start of this Section is used, along with the
configuration parameters given in Table 2. The number of
epochs and particles has been chosen based on a preliminary
analysis, where the values are chosen as a means to strike
a balance between low computational burden and good
convergence [27]. The cognitive and social coefficient values
are chosen based on guidelines presented in [26], and are
assigned equal values to avoid both excessive wandering
(ψ1 ≫ ψ2) and premature convergence to local minima
(ψ1 ≪ ψ2). For the remaining parameters, the same rea-
soning from the exhaustive search optimization procedure is
considered.

FIGURE 5. Flowchart of the PSO-based procedure.

TABLE 2. PSO parameters.

Parameter Value

Speed interval [60,100] rad/s
Speed step 10 rad/s
θon bounds [35◦,44◦]
θoff bounds [12◦,21◦]
Number of particles 5
Number of epochs 25
Cognitive coefficient 0.5
Social coefficient 0.5

The procedure is initiated by loading the SRG lookup
tables and the parameters for the PSO algorithm, such as
the speed and firing angle search space. Subsequently, two
simulations are performed, with the objective of obtaining
the maximum current and torque ripple metrics for the
desired search space. These values are obtained in advance
in order to enable normalization of the cost function, which
must be performed at the end of each simulation, given the
nature of the PSO algorithm [27]. Then, the execution of
the PSO algorithm starts. At the end of each simulation,
performed based on the position of each particle in a given
epoch, the output voltage is measured. If the average value is
within ±1% of the reference value, the cost function value
is calculated. If not, a value of F (θon, θoff ) = 1000 is
assigned, indicating to the PSO algorithm that the evaluated
angle combination is not appropriate. Once the stop criteria
is reached, in this case the set number of epochs, the best
known result by the swarm is stored as the optimal firing
angles for the evaluated speed.

Simulation results for the PSO algorithm at four different
epochs for a speed of 80 rad/s are presented in Fig. 6. The
cost function values obtained in Fig. 4 are plotted in the
background, in the form of contours. It can be seen that
with the passing of the epochs the particles move through
the search space and converge towards the global minimum.
The results are very similar to the exhaustive search method,
sometimes being even slightly superior, while performing a
significantly lower number of simulations.

The evolution of the best known cost function value
through the epochs is presented in Fig. 7. Once again, the
convergence of the algorithm can be observed.

Much like the exhaustive search approach, the PSO-based
procedure is repeated until every desired speed value has
been assessed. Then, a linear regression is performed with
respect to speed as a means to fit the optimal firing angle
values to a straight line. The resulting optimal firing angles
of the PSO procedure are given by

θon opt (ωr) = −0.145 |ωr|+ 51.57

θoff opt (ωr) = 17.11.
(9)

A total of 635 simulations were carried out during the
execution of the PSO-based procedure, resulting in a 90.72%
reduction of the computational burden when compared to the
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(a) (b)

(c) (d)

FIGURE 6. Particle positions through the epochs. (a) Epoch 1. (b) Epoch
5. (c) Epoch 15. (d) Epoch 25.

FIGURE 7. Evolution of cost function value over the epochs.

exhaustive search optimization procedure. The total execu-
tion time was 56.77 minutes on the same Intel Core i7 laptop
with 16GB of RAM.

Once more, the turn off angle is implemented as a fixed
value. Please refer to Remark 4 for the reasoning.

C. Results comparison
Table 3 shows the optimal firing angles as well as the lowest
cost function value obtained by the exhaustive search and
PSO algorithms, respectively.

First, it can be seen that both techniques have found very
similar results for the optimal firing angles. Moreover, it
can be observed that the cost function values of the results
found by the PSO procedure are often smaller than those
found by the exhaustive search approach, indicating that
a point of superior performance has been located. This is
justified by the fact that the PSO particles can assume any
value within the search space, while the exhaustive search
strategy is limited by the predefined angle increments. Lastly,
it should be noted that the results of the PSO may vary due

TABLE 3. Optimization results for the exhaustive search and PSO proce-

dures.

Fine grid PSO

ωr

(rad/s)
θon

(◦)

θoff

(◦)
Cost

θon

(◦)

θoff

(◦)
Cost

60 43.00 17.50 0.9697 43.00 17.20 0.9678
70 39.75 16.25 0.9527 41.17 17.07 0.9570
80 39.50 17.75 1.0477 39.55 17.02 1.0339
90 37.75 16.75 1.1537 39.27 17.12 1.1340
100 36.75 17.25 1.1372 36.68 17.14 1.1324

to the random nature of the algorithm. Moreover, they are
dependent on an adequate number of particles and epochs in
order to ensure convergence. However, with a large enough
swarm for a large enough number of epochs, convergence
should not be an issue.

Fig. 8 shows the optimal angles and the linear regressions
obtained by both optimization procedures. Once more, it
should be noted that the results present a similar behavior,
with the PSO showing significantly reduced computational
burden and slightly improved performance, given the lower
cost function values found. Moreover, turn off angles are
considered fixed for both methods, given the negligible
variation the linear regressions have shown with respect to
speed (refer to Remark 4).

FIGURE 8. Comparison of the optimal angles and linear regressions
obtained by both optimization procedures.

D. Statistical analysis
As previously mentioned, the PSO algorithm presents a ran-
dom nature. The initial position of particles is randomly se-
lected and two terms of (4), r1 and r2, persistently introduce
random disturbances in the movement of particles. As such,
it is expected that the results of an optimization procedure
based on this algorithm will vary. A sufficiently large number
of particles and epochs, however, should ensure that the
procedure achieves convergence repeatedly. In order to verify
the dispersion of the results obtained by the proposal, the
PSO-based procedure was executed 100 times for the same
speed value. Note that the random number generation of the
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initial values is handled by the PSO function available in
MATLAB. It is then possible to calculate the coefficient of
variation of the saved optimal turn on and turn off angles,
as well as the cost function value, according to

CV =
σ

µ
, (10)

where CV is the coefficient of variation, σ is the standard
deviation and µ is the average. The results are shown in (11)
for a speed of 80 rad/s and in (12) for a speed of 100 rad/s.

CVθon = 0.64%

CVθoff
= 1.88%

CVF (θon,θoff ) = 0.57%

(11)

CVθon = 0.76%

CVθoff
= 2.42%

CVF (θon,θoff ) = 0.625%

(12)

where CVθon is the coefficient of variation of the turn-on
angle, CVθoff

is the coefficient of variation of the turn-off
angle and CVF (θon,θoff ) is the coefficient of variation of the
cost function.

It can be seen that a low dispersion is verified within the
results, indicating that the proposed PSO procedure presents
good convergence and repeatability, even for different speed
values.

V. EXPERIMENTAL RESULTS
Experimental results are presented in this Section in order
to validate the effectiveness of the proposed firing angle
optimization strategy. The characteristics of the machine are
detailed at the start of Section III. The experimental setup
is presented in Fig. 9. It is composed of an SRG, a three-
phase AHB converter, an induction motor (IM) controlled by
a commercial inverter, used as a prime mover, and a resistor
bank, used as a load.

FIGURE 9. Experimental setup encompassing the SRG, an IM used as a
prime mover, the drive for both machines and the electrical load.

Fig. 10 shows the block diagram of the proposed control
strategy applied to a SRG-based WECS. A TMS320F28335

FIGURE 10. Block diagram of the SRG control strategy used for
experimental validation.

digital signal processor (DSP) is used for digital implemen-
tation, with a sampling frequency of fs = 30 kHz. As
mentioned in Section IV, a sliding mode voltage controller
is used along with an inner loop hysteresis current regulator
implemented using hard chopping and a hysteresis band of
100mA. The small band value is used to ensure reduced
current ripple and, in turn, help decrease torque ripple. The
voltage reference is kept at 400 V for all tests [38]. The
optimal firing angles are implemented according to the re-
sults obtained in (9). Instantaneous torque measurements are
carried out inside of the DSP with the use of a torque lookup
table containing characteristics of the switched reluctance
machine used. A controllable switch is connected in series
with the resistive load. A PWM signal with variable duty
cycle is used as a means to control the output power as a
function of speed, according to the optimal profile presented
in (2). The duty cycle is given by

dcycle =
Rl(
V 2
DC

Popt

) . (13)

where Rl = 270Ω.

A. Dynamic performance
In order to evaluate the dynamic performance of the

proposal, inherent in the operation of WECS, Fig. 11 shows
the experimental results of the proposed control strategy in
a variable speed test. The speed of the IM is initially set to
60 rad/s, and then, at t = 3.5s, it is increased in a ramp until
reaching the speed of 100 rad/s, at t = 4.5s.

It is observed from Fig. 11(a) that the system presents
suitable reference tracking, given that the output voltage of
the SRG is regulated at 400 V throughout the test. Moreover,
it can be seen that current amplitude increases during the test,
as expected given the optimal output power profile. Similarly,
Fig. 11(b) shows that the power output of the system is
increased along with the increase in rotor speed. Lastly, it
can be seen that the firing angles are dynamically adjusted
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FIGURE 11. Experimental results for a variable speed condition.
Measurements of DC-link voltage, phase current, rotor speed, output
power and firing angles, respectively.

according to (9). This enables the system to operate with
reduced torque ripple and increased energy efficiency.
B. Steady-state performance
In order to verify the steady-state performance of the system,
experimental results at the speeds of 80 rad/s and 100 rad/s
are presented in Figs. 12 and 13, respectively. Three different
firing angle conditions were considered: the angles obtained
from the proposed PSO-based optimization procedure (case
1), the angles obtained from the exhaustive search optimiza-
tion procedure (case 2) and the angles obtained from the
exhaustive search optimization procedure considering only
the square RMS current value as the cost function (case 3).

Initially, it is observed that the reference voltage is ade-
quately tracked by the sliding mode controller in all cases.
Moreover, it can be seen that the experimental results for
case 1 and case 2 are very similar, as expected from the
analysis show in subsection IV-C. Case 3 shows a reduction
in the RMS current value, given the shorter excitation
interval. Note, however, that a significantly larger torque
ripple value is observed when compared to the proposed
approach. This is especially undesirable, as it can lead to
premature mechanical wear. Lastly, one can observe that
the experimental results for case 1 are consistent with the
simulation values obtained in [27].

A numerical analysis is presented in Table 4, where torque
ripple and RMS current measurements are presented for the
three cases in both speed conditions.

TABLE 4. Torque ripple and RMS current comparison for the different firing

angle cases.

80 rad/s 100 rad/s
Tripple iRMS Tripple iRMS

Case 1 133.37% 1.545 A 111.70% 2.015 A
Case 2 131.88% 1.544 A 113.85% 2.007 A
Case 3 229.02 % 1.497 A 168.01% 1.853 A

Once more, it can be seen that the proposed procedure
(case 1) exhibits nearly identical performance to the ex-
haustive search approach (case 2), while still presenting the
aforementioned advantages of the proposal. Furthermore, it
is again observed that optimizing the RMS current (case 3)
reduces its value, nonetheless, at the cost of significantly
increased torque ripple when compared to the proposal
(case 1).

VI. CONCLUSION
In this paper, a procedure to optimize the firing angles of
an SRG operating in a variable speed condition is proposed.
The algorithm is intended for SRG operating under current
control, below base speed. A normalized cost function is
used as a means to account for two different variables, in
this case torque ripple and squared RMS current. When
compared to a conventional exhaustive search algorithm, the
PSO-based procedure is capable of locating equivalent or
better optimal firing angles, while reducing computational
burden by approximately 90.27%. Experimental results are
provided to attest the effectiveness of the proposed WECS
operating with the optimized firing angles. It should be noted
that the proposed procedure can be used as a framework for
future performance optimization approaches, through the use
of different cost functions.
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De Relutância Variável Via Algoritmo De Enxame De
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