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Abstract – This paper presents a predictive control
approach for speed control of a permanent magnet
synchronous motor with trapezoidal back-electromotive
force drive. The prediction model was numerically
identified and considers existent transport delays in
the drive. The proposed technique operates with six-
step and pulse-width modulations, which are normally
used in proportional-integrative control structures. A
computational cost analysis was also done. Results show
improvements in speed performance, comparing to tested
proportional-integral control.
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I. INTRODUCTION

Permanent magnet synchronous motors (PMSMs) are
known for having high efficiency, good speed dynamics and
long life cycle [1]. There are two main types of PMSMs:
those with sinusoidal back-electromotive force (back-EMF)
and those with trapezoidal back-EMF [2], [3]. The last type
is also known as "brushless direct current" motor (BLDCM),
although it is an alternating current motor [3], [4].

Both types of motors have similar characteristics. However,
for applications that can support some torque ripple, the
PMSM with trapezoidal back-EMF is normally used, since
this motor has a smaller acquisition cost in relation to
sinusoidal back-EMF motor [1], [3]. PMSMs with trapezoidal
back-EMF are applied in refrigerators, respirators and, even,
electrical vehicles [5]–[7].

PMSMs normally do not operate in open loop, due to there
is not current limitation. Thus, drive efficiency and security are
prejudiced. For the sinusoidal PMSM, field oriented control
or direct torque control are employed, to deal with sinusoidal
signals [3], [7]–[10]. For BLDCM, it is possible to use these
techniques, but reference frame model is not completely valid,
since neutral voltage is not null [3], [4], [11]. Discontinuous
six-step modulation is often used to drive BLDCM. Such
modulation reduces losses in inverter switches, since one
phase is disconnected at each modulation step [3], [12], [13].
Pulse-width modulation (PMW) is combined with six-step for
speed control. To determine duty cycle for PWM, usually, a
proportional-integrative (PI) controller is used [3].

Model-based predictive control (MPC) is a family of
algorithms that minimizes a cost function, based on an explicit
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mathematical model of a plant. Such control techniques first
appeared in petrochemical industry patents, in the decade of
1970. Since that epoch, many predictive control approaches
were developed, as generalized predictive control (GPC) [14],
dynamic matrix control (DMC) [14] and state space model-
based predictive control (SSMPC) [13]–[16] among others,
being utilized in a variety of applications [14].

In industrial electronics, two research lines using SSMPC
are highlighted: the continuous control set (CCS) [13], [17]
and the finite control set (FCS) approaches [18], [19]. The
first considers control action is a real number. In this case, the
switching effect is neglected and an average model is used for
prediction. The second considers a finite number of control
actions, based on possible combinations of active switches in
a converter. This way, a nonlinear model is used for prediction.

Predictive control approaches have various advantages in
relation to controllers designed using frequency approaches.
Among these advantages are: capacity to handle easily with
multiple input multiple output (MIMO) plant, capacity to deal
with existing transport delays in the plant, to treat process
constraints in the control project. Predictive controllers design
covers a cost function minimization, which allows intuitive
tune. In particular, for motor drive systems, these controllers
can minimize the spent energy, improving the drive efficiency.

This work proposes the use of a SSMPC approach, instead
of a PI controller, in a PMSM drive, to improve drive
dynamics. An identified model is used due to complexity
of inverter-motor drive system model. The procedure used
to perform this identification is detailed in [13]. However,
there are some additional contributions in this paper. First,
in current work, the identified prediction model is used to
start the motor. Second, a first order model is presented,
which reduces control computational cost. Third, delays
existing on the drive are treated. Fourth, the integral action
was done using a virtual reference state instead the use of
incremental action [20]. Fifth, a comparative study between
the predictive controller and the PI controller is done. Finally,
an experimental computational cost analysis is presented.

Works using different simplified models, as average
models, operation stages models, DC motor models can be
found in [4], [6], [21]. All of these models are used to make
the control design easier.

In Section II, MPC theory, in this work scope, is presented.
In Section III, drive structure, six-step modulation and
numerical model identification are discussed. In Section IV,
the methodology used to obtain the experimental results is
presented. Section V shows the experimental results with
discussion about them. Concluding remarks are presented in
Section VI.
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II. PREDICTIVE CONTROL THEORY

In this paper, PMSM speed is controlled using state
space model-based predictive control (SSMPC). Generally,
predictive controllers, such as SSMPC, perform a cost
function minimization, based on a prediction model.

The chosen cost function indicates priorities in the
optimization process. Considering a single input single output
(SISO) system, a quadratic cost function q(k) is defined as

q(k) = (Yr −Y )T(Yr −Y )+ρUTU (1)

where Yr is a vector with future references yr(k + ξy), ξy ∈
[1,hp], Y is a vector of predicted outputs y(k + ξy), ρ is a
weighing coefficient and U is a vector that contains future
calculated control actions u(k+ ξu), ξu ∈ [0,hc − 1]. Outputs
are predicted in a discrete time horizon, called prediction
horizon hp. Future control actions are also calculated in a
discrete time horizon, known as control horizon hc (hc ≤ hp).
This way,

Yr =




yr(k+1)
yr(k+2)

...
yr(k+hp)


 , Y =




y(k+1|k)
y(k+2|k)

...
y(k+hp|k)


 (2)

U =




u(k|k)
u(k+1|k)

...
u(k+hc −1|k)


 . (3)

The notation y(k + ξy|k) represents the output prediction
for the ξy-th future sampling period, given the information
acquired in the sampling instant k.

From a discrete linear time-invariant state space SISO
model, it is possible to perform predictions using a linear
SSMPC approach. The state-space model is given by:

X(k+1) =AX(k)+Bu(k)
y(k) =CX(k)

(4)

where A is the state dynamic matrix, B is the input system
vector, C is the output system matrix and X is the state vector,
with order n, described as

X(k) =
[

x1(k) x2(k) . . . xn(k)
]T

. (5)

In addition, one can consider that [14]

Y = GU +ΦX (6)

where

G =




CB 0 . . . 0
CAB CB . . . 0

...
...

. . .
...

CAhp B CAhp−1B . . . CAhp−hcB


 , (7)

Φ =
[

CA CA2 . . . CAhp
]T

. (8)

An analytic solution for the minimization problem of (1)
subject to (6) is obtainable. Thus, the optimal control sequence
U∗ is given by

U∗ = Kc(Yr −ΦX) (9)

where Kc is the optimal gain, calculated with

Kc = (GTG+ρI)−1GT (10)

where I is the identity matrix, with order hc. Matrices G, Φ
and Kc are calculated off-line in this control approach. This
way, in an embedded application, it is not necessary to invert
a matrix on-line in the digital controller.

Only the first term of (9) is applied to the plant, which
characterizes the receding horizon strategy.

To apply the control strategy, the off-line steps are:

1. To define a motor model, with matrices A, B and C.
2. To calculate matrices G, Φ and Kc.
3. To create a internal future speed reference function,

if possible.

The on-line steps of this predictive control technique are:

1. To generate the reference vector Yr. If the future
references are unknown, it is possible to maintain
all future reference values constant.

2. To calculate the term ΦX , named as free response.
3. To perform the subtraction Yr −ΦX .
4. To calculate u(k), choosing the first term of (9).
5. To saturate u(k), if necessary.
6. To send duty cycle to embedded device PWM

module.
7. To wait the next sampling time and return to step 1.

III. DRIVE MODELING

MPC requires an explicit mathematical model of the plant.
In this case, the plant is composed of the PMSM and the
inverter, considering the chosen modulation strategy. Thus,
it is necessary to define each part of the drive system in order
to obtain the prediction model.

A. Motor Information
PMSMs with trapezoidal back-EMF do not have a field

winding in the rotor unlike a conventional synchronous motor.
Instead, these motors have permanent magnets for excitation.
This excitation inducts a back-EMF in stator, which actuates
as a trapezoidal voltage source.

The trapezoidal form of the back-EMF causes a non-null
voltage in the neutral point of the stator. Thus, simplifications
normally applied to sinusoidal PMSMs are not valid for
BLDCMs [4].

B. Drive System Information
The most common mode to drive BLDCMs is performing

an electronic commutation. This can be done by using
discontinuous six-step modulation. Its effect is similar of a
conventional DC motor commutation [3], [4], [11]. This way,
at each 60 electrical degrees, one phase of the motor is opened,
considering back-EMF trapezoidal form. Each phase conducts
current for 240 electrical degrees per rotor electrical cycle.
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−ωm

ωmh1 = 1,h2 = 0,h3 = 0

h1 = 1,h2 = 0,h3 = 1

h1 = 0,h2 = 0,h3 = 1

h1 = 0,h2 = 1,h3 = 1

h1 = 0,h2 = 1,h3 = 0

h1 = 1,h2 = 1,h3 = 0

Fig. 1. Operation stages of six-step commutation (h1, h2 and h3 are
the logical levels of the Hall effect sensors).

Position information is obtained with three Hall effect
sensors h1, h2 and h3, internally located in the motor. They are
exactly placed in the positions of 0, 120 and -120 electrical
degrees, in relation to phase a, respectively. These sensors
have low cost, since they only operate in cut-off and saturation
regions, informing high logical level for a North field and low
level for a South field. Figure 1 presents six-step commutation
logic.

In the conductive phases, PWM is applied, allowing speed
control, as an average voltage applied in each phase. Due to
this, switching frequency should be greater than the sampling
frequency, used in the control, to allow average voltage effect.

C. System Analytical Modeling
For this modeling, each switch δ of inverter is treated as a

resistance, given by:

rδ =

{
0 if active
∞ if inactive. (11)

Furthermore, it is considered that the motor has
symmetrical impedance distribution per phase and it does not
have any magnetic non-linearities, as saturation, hysteresis or
eddy currents. Drive equivalent circuit is shown in Figure 2.

Motor

vi

i1 i2 i3

i6i5i4

vab vbc

ia ib ic

r1 r2 r3

r4 r5 r6

rs rs rs

ls ls ls

ea eb ec

Inverter

Fig. 2. Equivalent circuit for the drive system, used in modeling.

Using Euler’s backward discretization, the discrete
electrical model of motor-inverter system is given by



ia(k+1)
ib(k+1)
ic(k+1)


=




1−2ζa ζb ζc
ζa 1−2ζb ζc
ζa ζb 1−2ζc






ia(k)
ib(k)
ic(k)




+




ζx −2ζu ζu ζu
ζy ζu −2ζu ζu
ζz ζu ζu −2ζu







vi(k)
ea(k)
eb(k)
ec(k)




(12)

where

ζu =
ts
ls
, ζa =

rx + rs

ls
ts, ζb =

ry + rs

ls
ts, ζc =

rz + rs

ls
ts (13)

ζx =
ts
ls

(
2rx

r1
−

ry

r2
− rz

r3

)
(14)

ζy =
ts
ls

(
− rx

r1
+

2ry

r2
− rz

r3

)
(15)

ζz =
ts
ls

(
− rx

r1
−

ry

r2
+

2rz

r3

)
(16)

rx =
r1r4

r1 + r4
, ry =

r2r5

r2 + r5
, rz =

r3r6

r3 + r6
(17)

ea(k) = keωm(k) tra(θe(k)) (18)

eb(k) = keωm(k) tra
(

θe(k)−
2π
3

)
(19)

ec(k) = keωm(k) tra
(

θe(k)+
2π
3

)
(20)

and ls is the motor inductance, rs is the motor resistance, ts is
the control sampling time, r1 – r6 are the equivalent switches
resistances, ke is the electromotive force constant, θe(k) is the
electrical position and tra(θ(k)) is the normalized trapezoidal
function. Mechanical dynamics can be expressed as

ωm(k+1) =
(

1− bmts
jm

)
ωm(k)+

τe(k)− τm

jm
ts (21)

where ωm(k) is the mechanical speed, bm is the friction
coefficient, jm is the inertia, τm is the load torque and τe(k)
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is the electrical torque, given by

τe(k) = kt

[
ia tra(θe)+ ib tra

(
θe −

2π
3

)
+ ic tra

(
θe +

2π
3

)]

(22)
where kt is torque constant. In (22), ia, ib, ic and θe are
discrete-time varying functions.

Finally, the relation between mechanical and electrical
variables is given by

θe(k) =
np

2
θm(k) (23)

θm(k) =
k−1

∑
ι=0

ωm(ι) ts (24)

where np is number of poles.

D. System Numerical Modeling
As the analytical model is much complex for being a

prediction model, an alternative method for modeling the drive
was employed, using a numerical identification. The identified
model describes speed behavior (output) as a function of duty
cycle (input) [13]. As mechanical dynamics are represented
by a first order equation, a first order model was chosen for
identification. This way, it is necessary to obtain experimental
data of speed behavior for this modeling technique. The speed
response experimental data was obtained using an empirically
tuned PI controller.

With input and output data, the least squares method was
used to obtain the model parameters. In particular case, for a
first order model, where nd p the number of data points [13],




y(1)
y(2)

...
y(nd p)


=




y(0) u(0)
y(1) u(1)

...
...

y(nd p −1) u(nd p −1)



[

γ0
γ1

]
(25)

thus,
Y = HΓ (26)

and, this way, the regressors vector Γ is given by

Γ = (HTH)−1HTY. (27)

With this procedure, an ARX (autoregressive with
exogenous input) model is obtained, represented by

y(k+1) = γ0y(k)+ γ1u(k). (28)

Considering X(k) = x(k) = y(k), it is possible to rewrite the
ARX model into a state space model. This way, A= γ0, B= γ1
and C = 1. With this:

x(k+1) =γ0x(k)+ γ1u(k)
y(k) =x(k).

(29)

E. Prediction Model
Modulation, dead time, sampling process, control action

calculation, switches rise and fall times are responsible for
delays in the system [21]. Also, torque generation process

w(k)

(a)

(b)
ωm

yr(k)

y(k)

kw

w(k−1)
z−1

SSMPC
d(k)

PWM BLDC

Six

Step

LPF

SSMPC

w(k) Ref Vector

Generator

yr

ΦX

Φ z−1 z−1

Kc
U(k) d(k)

ωm

z−1

Fig. 3. (a)Proposed predictive control scheme to drive PMSM with
Six-step. (b)Detailed SSMPC block.

includes a delay [18].This way, considering that

x(k+1) =γ0x(k)+ γ1u(k−nd)

y(k) =x(k)
(30)

where nd is the number of delays in the process, it is possible
to create additional states, for modeling such delays. Using

Xa(k) = [ x(k) u(k−1) . . . u(k−nd) ]T (31)

Aa =




γ0 0 . . . 0 γ1
0 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0




(32)

Ba =
[

0 1 . . . 0 0
]T (33)

Ca =
[

1 0 . . . 0 0
]

(34)

the augmented state-space model becomes

Xa(k+1) =AaXa(k)+Bau(k)
y(k) =CaXa(k).

(35)

Using (35), it is necessary that hp > nd and hc > nd .
To include integral control action, an extra state was added

to the model. This state is related to the integral of the
tracking error and generates a new reference to the control (see
Figure 3) [20]. This way:

A =

[
Aa Z

−kwCa 1

]
, B =

[
Ba
0

]
, C =

[
Ca 0

]
(36)

where Z is a zeros vector. The states vector becomes

X(k) =
[

Xa(k) w(k)
]T (37)

with w defined as

w(k) = w(k−1)+ kw[yr(k)− y(k)]. (38)

The model presented in (36), (37) and (38) guarantees
rejection of constant disturbances at the output and null steady
state error for step references.
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yr(k)
PI PWM PMSM

Tacho

Six
Step

LPF

Fig. 4. Conventional PI control scheme for PMSM drive.

IV. METHODOLOGY

In this paper, only experimental results are presented.
These results were obtained using TWR-56F8400
development kit, from Freescale Semiconductor. This
kit has a digital signal controller (DSC) with 100 MHz of
processing capability. The DSC is programmed in pure
C language. A DC tacho-generator was used for speed
measurement. A 24 Hz low-pass filter was used for noise
reduction. All figures with results were generated in freeware
GnuPlot, having 8000 points. Experimental data were
obtained using ScopeCorder DL850E, from Yokogawa [22].
The steps of this work are:

• to obtain an identified numerical model for the
drive;

• to compare the proposed control scheme with the
traditional six-step, which uses a PI controller;

• to observe the influence of energy penalization
in cost function presented in the Section III,
showing how easy is to control the energy flux with
predictive control;

• to evaluate the computational cost of proposed
control.

To identify the model, following actions were taken:
1. driving the system with a empirical PI controller;
2. using (27) to get the model parameters γ0 and γ1;
3. validating the obtained model.

For the comparison with PI controller, the following
procedure was used:

1. obtaining experimental data of various PI tunings;
2. acquiring the experimental data of proposed

control;
3. calculating average quadratic tracking error, for

dynamic performance comparison;
4. calculating root-mean-squared duty cycle, for

energy performance comparison;
5. verifying other dynamics criteria.

The average quadratic tracking error qe is defined as

qe =
1

nd p

nd p

∑
k=1

[y(k)− yr(k)]2. (39)

The root-mean-squared duty cycle qu is defined as

qe =

√√√√ 1
nd p

nd p

∑
k=1

[u(k)]2. (40)

Figure 4 exhibits the PI control scheme. The PIs design was
done as shown bellow:

• Equivalent continuous model from identified model
was obtained (the model includes feedback filter
response).

TABLE I
PI Tunings

Controller k�i k�p PM† f †
c

PI 01 0.015 8.5e−5 40◦ 6
PI 02 0.025 9.5e−5 60◦ 3
PI 03 0.050 1.0e−3 60◦ 19
PI 04 0.001 2.0e−3 70◦ 40
PI 05 0.065 7.4e−4 25◦ 11
PI 06 0.500 1.0e−2 65◦ 80
PI 07 0.005 9.0e−5 65◦ 3
PI 08 0.015 9.0e−5 45◦ 6
PI 09 0.018 8.0e−5 35◦ 7
PI 10 0.003 9.5e−5 80◦ 2

�Continuous integral gain.
�Continuous proportional gain.
†Projected values for open-loop system.

TABLE II
Experimental Set Parameters

Motor Model Parameters Control Parameters
rs 0.5 Ω hp nd +2
ls 0.436 mH hc nd +2
np 4 ρ1 1.5 ·104

jm 1.6 µN m s2 ρ2 750
bm 26 µN m s kw 0.1
ke 0.01456 Vs ts 1.0 ms
kt 0.01139 N m A−1 nd 3
Identified Model Parameters Inverter Parameters
γ0 0.9768689 vi 24 V
γ1 11.419708 fs 16 kHz
General Motor Parameters Development Kit Information
τ̌ 0.01 Nm DSC MC56F84789
p̌ 40 W MIPS 100
ω̌ 4000 rpm AD 12 bits

• For the delays, a delay model was added, obtained
with Padè’s approximation.

• An anti wind-up logic was used in PIs
implementation, since virtual saturation limits
are included.

• By using frequency response method, two
conservative PIs were designed (PI01 and PI02).
The first was designed for phase margin (PM) of
40o and cutoff frequency fc of 6 Hz. The other
was designed for PM of 60o and fc = 3 Hz (plant
original pole is about 4 Hz).

• Also, by using the same method, two aggressive PIs
were designed (PI03 – with PM = 60o and fc =
19 Hz – and PI04 – with PM = 70o and fc = 40 Hz).

• Other six PIs were tested. Their gains were
obtained by varying the gains of PIs used before
(the complete information about them is presented
in Table I).

• Finally, the PI controllers were discretized using
Euler’s backward discretization. All PIs tested
with fc > 80 Hz or PM < 15o caused instability
problems.

Figure 3 presents the proposed predictive control scheme,
with the internal structure of SSMPC. To observe the effects
of proposed model and used cost function, the following
procedure was adopted:

• Observing the effect of delays treatment.
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TABLE III
Comparison of SSMPC and PI Controllers

Controller q�e q�u m∗
p t†

r t‡
s

MPC 01 2671 0.130466 15.0% 56.0 110
MPC 02 417 0.137979 3.10% 48.0 90
PI 01 4609 0.130094 21.3% 57.6 125
PI 02 7456 0.117501 3.20% 99.0 120
PI 03 321 0.139789 6.50% 49.1 92
PI 04 420 0.143715 5.11% 46.5 89
PI 05 15135 0.150644 28.0% 44.2 >1000
PI 06 7032 0.182382 5.22% 46.1 >1000
PI 07 7370 0.118118 3.40% 99.5 157
PI 08 4484 0.130098 20.8% 58.3 300
PI 09 4903 0.132939 24.4% 53.6 579
PI 10 11786 0.109718 0.0% 535 555

�Average quadratic error.
�Root-mean-squared duty cycle in all cycle.
∗Maximum peak (step of 700 rpm, when yr = 400 rpm).
†Rise time (ms) from 0% to 90% (step of 700 rpm, when yr = 400 rpm).
‡Settling time (ms), 2% criteria (step of 700 rpm, when yr = 400 rpm).

• Testing a conservative SSMPC tuning (MPC01)
and an aggressive SSMPC tuning (MPC02),
varying ρ parameter, which is responsible for
penalizing energy flow in the system (MPC01 has
ρ = 15000 and MPC02 has ρ = 750). Both
horizons were maintained constant at two steps
ahead of modeled delay.

Table II presents the parameters of the experimental setup.
In this table, fs is the switching frequency, τ̌ , p̌ and ω̌ are,
respectively, rated torque, power and mechanical speed.

V. RESULTS AND DISCUSSION

The performance comparison between the MPCs and the
PIs is presented in Table III. Figure 5 exhibits transient
speed performance of PI03, PI04 and MPC02. Figure 6
exhibits transient duty cycle for same period evaluated in
Figure 5. Analyzing Figure 5, MPC start the trajectory
segment before PIs due to delay treatment, since it was not
used the anticipated reference resource of SSMPC (see [16]
for more information). Both PIs have greater speed and duty
cycle peaks than SSMPC. It shows that predictive control can
have the similar dynamic performances that PIs but with lower
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P
M

]

t [s]

PI 3
PI 4

MPC 2

Fig. 5. Comparison of speed dynamics among PI03, PI04 and
MPC02.

TABLE IV
Computational Cost Analysis

Controller Average processing time Percent in relation to ts1

PI ( ) 141 µs 14.1%
SSMPC2 ( ) 185 µs 18.5%
PI ( 3) 0.09 µs 0.09%
SSMPC ( ) 0.36 µs 0.36%

1The considered sampling time is 1.0 ms. This sampling time is high because PMW
needs to perform voltage average value and there are SPI communication between
switches pre-driver MC33937 and the digital controller, that takes approximately
200 µs.
2For hp = hc = 5.
3This is a special data type from Freescale DSC, with range [-1.0,0.9999]. It is a fixed
point type with special arithmetic instructions.

peaks and spent energy due to the optimization process. In
Table III, it is possible to observe that MPC02 spent lower
energy than both PIs and have lower a average quadratic error
than PI04. Except by PI 10, which is over damped, MPC02
has the lowest speed peak and the second lowest settling time.

Figure 7 presents the transient speed performance of PI01,
PI02 and MPC01. Figure 8 shows transient duty cycle of
same period evaluated in Figure 5. These controllers have
conservative characteristics if compared with the previous.
Since their cut-off frequency is lower, the controllers take
more time to act on the speed error. It is possible to note
that MPC01 is almost in the same frequency than PI01, but
it has lower peaks in speed tracking and duty cycle. Due to
this, SSMPC converges faster than both PIs in 2% criteria. In
Table III, it can be observed that MPC01 has a lower qe than
any other controller with similar qu or tr, showing benefits of
optimization process. Other interesting fact is that in steady
state, the controllers analyzed in Figure 8 spent less energy
than the previous analyzed in Figure 6, since they have lower
duty cycle oscillation, and, this way, they do not act over drive
noise.

Figures 9 and 10 show, respectively, MPC02 in speed
performance and duty cycle for full proposed tracking routine.
It can be observed that MPC was able to maintain its
performance over different operating points.

Table IV presents the results for computational cost
analysis. All costs respect the controller sampling time.
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Fig. 8. Duty cycle comparison of conservative PIs and MPC01.

However, the values fill about 15-25% of sampling time.
This large values occurs due to the data type used in
the control strategies programming. The DSC only emulates
floating point, at a higher processing cost. Using fixed point
variables is more computationally efficient. This can be done
with the 16 bit data type from Freescale called with
range [-1,0.9999]. With this data type, the controllers are
much more faster than using floating point, but it has the
disadvantage of fixed point programming.

VI. CONCLUSION

This paper presented a predictive control scheme for speed
control of a PMSM. The drive dynamics using the proposed
control approach was compared with PI controllers. Two
comparative approaches are followed: dynamic performance
and energy cost. For similar dynamic performance, SSMPC
have lower energy cost. For similar energy cost, SSMPC have
better dynamic performance. It is really easy to tune predictive
controllers since just one parameter is responsible to energy
penalization. It demonstrates the benefits of optimization
process within MPC. Predictive controllers also treat drive
delays in the model, starting trajectory tracking faster. Still,
a computational cost analysis was done. All controllers
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have similar processing time, but they are high due to the
use of floating point. By using fixex point variables, the
computational cost has a significant reduction.

For future works, a multi-model approach will be proposed,
to achieve better results in different operating regions and to
perform speed and current control of PMSMs, using more
complex predictive techniques.
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