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Abstract This paper provides a mathematical
expression to determine the occurrence of soft-swlting
for a general topology of ZVT converters with auxilary
resonant voltage source. This expression is used belp
the designer in choosing appropriately the values fo
inductance and capacitance for the auxiliary resonat
branch ensuring ZVT. The main advantage of the
proposed methodology is to point out suitable setef
circuit parameters without relying only on time
consuming numerical simulations of the entire conwvter.
Additionally, numerical methods to compute the timeof
occurrence of ZVT for these power converters are
provided. The proposed methods are given by second
order approximations of a nonlinear function which
describes the voltage on the ZVT snubber capacitor
during the zero-voltage resonant stage. The resultan be
seen as applications of second order Taylor seriesd of
quadratic interpolation. However, differently of simply
finding the root of a given nonlinear equation, the
conditions given here provide analytical expressian to
compute the time of occurrence of ZVT based on the
converter parameters. Then, the proposed conditions
become useful for analysis and design, allowing
evaluating operation sequence, total commutation rie,
resistive losses and other important parameters to
describe the converter performance.

Keywords Design  Guidelines, Mathematical

Optimization, Soft-Switching, ZVT.

I. INTRODUCTION

The continuous search for
performance of power electronics converters alwaish the
switching frequency of the semiconductors to higtues.
To overcome the losses and electromagnetic intaréer
problems associated with such high frequenciest- so
switching approaches have been extensively usettheltast
decades, several soft-switching
proposed in power electronics literature [1-12]. ¢xig the
soft-switching techniques utilized so far are tleedZVoltage
Transition, ZVT, converters with a resonant voltageirce
[7-12]. This class of ZVT converters operates inhsa way
that an active resonant snubber, comprised by pledwf
capacitors and an inductor, shapes the voltagecanent
waveforms of the switching device before its comation,
alleviating the switching energy losses. Hence,cthgice of
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compactness and higﬂ

topologies have n beé*

the active resonant snubber parameters are of primeern

to ensure the best performance of the soft-switchin
technique and thus, it still deserves investigationhow to
choose circuit parameters (specially the inductanoe
capacitance of the auxiliary branch and occurrexfcgVvT)
based on performance indices that rely on analytica
conditions {.e. mathematical expressions) instead of on only
computer simulation. Although simulation is recagpd as a
fundamental tool to help the circuit designer, ¢iestence of
analytical tests ensuring properties as ZVT anderth
important performance parameters can contribuiadease
the reliability of the results and to reduce thedispent in
the design.

The first contribution of this paper is to providem
analytical condition to decide whether a reson&ages with
switch voltage given by

v(t) = A+ Bt+Csin(wt) + Dcost) (1)
achieves ZVT or not. The proposed condition avoids
numerical simulation to detect a real positive rémt the
above nonlinear function. Instead of this, it uses
mathematical optimization to check the existenc&Vt by
means of an analytical condition [13,14]. An imnagdiuse
of this condition is to rapidly decide for whichluas of
resonant inductance and capacitance, in a setedefiy the
circuit designer, ZVT is ensured.

Then, some mathematical methods are provided ierord
to compute, by means of analytical approximatidhe,time
of occurrence of ZVT in a resonant stage with switoltage
given by the former expression.

In other words, it aims on the computation of thetrof
v(t) in the general case, where the parameters afghation
re not known. The motivation for this work is the
importance of having mathematical conditions thased on
the knowledge of, B, C, D and &, and without relying only
on computer simulation, provide the time at whidiSztakes
fplace. Such conditions allow the systematic catmraof
important features such as operation sequence wanttities
s the total commutation time, the RMS value ofrents
that are important for circuit operation and theg eelated
with resistive losses, to the loss of duty ratie, e

The above function is nonlinear and its root is trivial
to be obtained analytically. It will be shown nektat a
simple second order Taylor series, centered atoppiptely
chosen points, and a quadratic interpolation pmtig: value
of the root of this function with good precisior]1

The analytical approach proposed here to calculate
root of v(t) is based on two simple steps: first, before
searching the root of(t), it must be assured that the root
exists; second, instead of searching the root hyaerical
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computation in a case by case basis, it can be usedquences, which will be commented further on. Vdieage
mathematical expressions that relate the value w©f aapplied on termina& in relation to terminay will be called

acceptable approximation for the root with paramsefe B,

Vw and is a function of the topology under analydgsvalue

C, D and a. The advantages of this approach is saving timé V, for [8] andzerofor [7], [9-12].

in searching the root when it does not exist andbeing a
case by case solution, but being a systematicisolfr the
problem. The usefulness and the efficiency of thappsed
conditions are illustrated by means of numericaneples in
the paper.

This paper is organized as follows: in Section He t
operation sequences of the concerning converters
described; section Ill provides the analytical dtiod to
decide if ZVT occurs or not and an example of aggtion of
this condition; Section IV describes three methtmdsbtain
the center point of the Taylor series which deszilthe

Consider thatls current flows into the pole and flows
entirely through the body diode of switch. £onsider also
Cs as the equivalent capacitance fr@xn andCs, The basic
operation of the converter for the turn-on and 4offnof S;
can be summarized into the stages shown in Figure 2

(i) Initially the entire currentls flows through the
antiparallel diode of switch,§Ds). (ii) Then, to commutate
from Ds; to S, the current through the Auxiliary Branch,
AB, starts to increase resonantly until it reactined 5 current
value. (iii-a) When this happens, capaci®s¢; joins the
resonating process being completely dischargeda)(iVhe

behavior ofv(t); Section V shows some examples for theAB continues to resonate until the current throitgiecomes
methods proposed and shows how to determine twoull, (v) inverts its sense and resonates uBtireaches its

operation parameters that can be obtained by theaphes
shown in Section III.

Il. STRUCTURE OF A ZVT TOPOLOGY

Despite the large amount of known ZVT convertellspfa
them share the same basic structure, which istriitesd in
Figure 1(a). As shown in this figure, there are awators
placed in parallel to the switches of the conveptae. These

capacitances aim to slow down tthe/dtrates when a switch

is turned off. As they mitigate the turn-off losséy

decreasing the overlap between the voltage andermurr

waveforms through a switch, they also would cawsegd
turn-on losses when the switch is turned on siheeenergy
stored on the plates of the capacitor would beihssd in
the switch. Such drawback is avoided by dischargimg
capacitance before the turn-on of a switch, what
accomplished by a circuitry that works similarlyasurrent
source, injecting or drawing current from the pdibe least
amount of current that must be removed from thee sl
given by (2).

tf tf

[ (ics(t)=1 )t :j[‘ (i.(t)-1s)dt =Cyv,,, (@)

‘ia:\s ia=Is
WhereCS = C51+C52.

Equation (2) shows that the current drawn/injedtethe
pole can be of an arbitrary shape as long adardger thand
and it remains larger enough time to dischafgg the
resulting capacitance.

In practical circuits the current sourteis implemented
by an inductor whose current is controlled by thlwtage
applied across it, Figure 1(b). As a result, thduator
current is directly a function of the way as a agh source
connected to the inductor branch behaves duringwlitehes
turn-on commutation interval.

One of the ways of implementing the voltage soukge
from Figure 1(b) is by means of a capacitor. Sitice
voltage of a capacitor is not a constant valuenitst be
assured that it presents the adequate value (ayeraf
values) during the commutation process, what can
obtained by clamping circuits to avoid the capacitoltage
boosting or/and by the connection of termimako some
terminal of the converter, Figure 1(c). The occaceeor not
of the clamping results in
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be

initial conditions. (vi) Then, the entirés current flows
through switch § (vii) When S is turned off,Cg; is charged
due tols up to theVyy voltage.

There are three possible operations sequencele Ifirst
sequence, which was detailed above, the clampittgge of

Fig. 1. Diagrams for ZVT structures. (a) Generalcture; (b) ZVT
structure with practical auxiliary current sour¢e) ZVT topology

three different openatio with a capacitor as the auxiliary voltage source.
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Fig. 2. Diagrams for the ZVT operation circuit mede

D =C, [V, -V, -V, (t,))/(C, +Cy). (6)
whereVc(ty) is given by
Ve (t,) =V, =V, + Ve (1) +Vi, -V, Jeos@,t,)  (7)
t, =arcsi|Z, /V, - Ve, (t,) ~Vo )/, » ©)
and is equivalent to
Ve, (t) =V, _\/6/0, (to) +Viy _Vo)z B (er )2 ©)
with V(o) < 0,t; from equation (8) and
w= S tCs (10)
LrCrCS
Zr = Lr/cr (11)
and
a)r :]/V chr : (12)

The knowledge of the signal of some of these tewitis
be useful furthermore. By inspection of the presiou
expressions, it follows thav(0) = A+D = V, and thus
v(0) > 0. MoreoverB > 0,C < 0 andD > 0. Particularly,
D > 0 holds for two situations. First, fof, = V,, one has
D= C (_Vcr (tz)) - (o (_Vcr (tO)COS&rtz))' (13)

Cr +CS Cr +CS
Since, from the existence of solution of (1), or&s h
Izirm]o'l[ then ¢,t,0]0,77/2[, leading to
_Vc, (t,)
cos(wty) > 0 and henc® > 0 in the above expression. For
the second situationyy, = 0, after few manipulations, one

gets
C. (v, -V, (t))cos@t,)
C, +Cq '
which is also necessarily positive.

In a straight way, there exists ZVT in stage (ifiJand
only if there exists a real positive root for (Due to the

sin@t,) =

capacitorC, is not reached; in sequence two, it is reache@resence of the termt, the analytical solution of(t) = 0 in

during stage (iii-a). As a result, (iii-b) the egerfrom C,
stops resonating and (iv-tb) discharges linearly. With,

(1) is not trivial. At this point, the circuit degier usually
copes with the problem of checking occurrence ofl 2y

discharged, the operation resumes from (v). The lasneans of numerical computation. However, this smtutan

possibility is that the clamping voltage & is reached
during stage (iv-a). In this case (iv-lb}, discharges linearly
and the operation also resumes from stage (v).

As commented above:

Sequence 1: i, ii, iii-a, iv-a, v, vi and vii;
Sequence 2: i, ii, iii-a, iii-b, iv-b, v, vi andiyiand
Sequence 3: i, ii, iii-a, iv-a, iv-b, v, vi and vii

Ill. ANALYTICAL CONDITION FOR zZVT

Assume that the current through AB reachgat the end
of stage (ii), that is, there exists a real positdolution for
function (1). Then, the voltage throughiS given by (1).

The parameter®, B, C and D in (1) depend on the
parameters of the circuit and on the final valuésstate
variables in stage (ii), being written as:

A= (V. @) +Vvy Je. +vCS)/(c, +Cy). (3)
B=1/(C, +C,). (4)
C=-1/((C, +C«.) ®)

and
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be time consuming, depending on the size of stegl us
simulation, and may lead to an unreliable conclusbout
the nonexistence of ZVT if the step is not adedyatkosen.
In this section, an approach that does not relyw@merical
computation is given to decide rapidly and pregiseZVT
occurs or not in stage (iii).

First, from

% =v(t) = B+ wCcosit) - w.Dsin(wt) =0,

one can observe that (1) has stationary points ifmaor
minima), which repeat with a periodv2e. Suppose then
V(t) is the first minimum ofv(t) for t > 0. The second
minimum fort > 0 isv(t +2W ). From (1), it follows that
vt +2w)-v(t) = B2mw, which is always positive.
Generalizing this reasoning, the next minimum alkvay
exceeds the previous by the amoB2tv «p and thus, the first
minimum ofv(t) is the global minimum for > 0.

Since v(t) is a continuous function ang0) > O, there
exists ZVT if and only if the first minimum of(t) for t > 0,

(15)
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represented by(t), is less than or equal to zero. Wheh)
is equal to zero, one has the critical case for ZVT

Hence, the main point of the proposed approactois t

exchange the verification of occurrence of ZVT bgans of
zero cross detection or root calculation of (1) the

verification of the conditiorv(t’) < 0. An analytical solution
for this problem is given in next theorem.

Theorem 1 There exists ZVT in stage (iii) if and only if
v(t') = A+ Bt +Csin(wt’) + Dcosgt )<0  (16)
for

2 1 orcsi B _ Cl. ar
t we(arcswEwemJ arctarE_Dj] (17)

Proof: From

v(t) = A+ Bt +Csin(at) + Dcosgt) (18)
one gets
v(t) = B+ o ,Ccosit) — «.Dsin(at)
19)
=B+wC?*+ Dzsir{wet + arctarE_CDj + 2knj

and
WDZQ§VC2+DHm{ég+amm{(Bj+2wﬂ(2®
with k integer. From the necessary condition for a mimmu
given byv(t) =0, one has
. C -B
sin wt +arctan — |+ 2k77 | = ———
[ ’E-D} ] wANC?+D?

After few manipulations using the previous expressi
for B, C, D and w, it follows that
-B _ -1
@ C*+D?  [12+@C P, -\, -V (t,)F
Thus,

(21)

. (22)

sin(a)et + arctarE_CDJ + 2kﬂ] 0]-10] (23)

and
(a)et + arctarE_CI:Dj + Zkﬂ] 0]3m2,2n[- (24

This allows to conclude that(t) >0and then (21) is also
sufficient to provide the minimum points ¢f). Since

arctarE_C;j O]m3m2 |

due to the fact tha < 0 andD > 0, one has that the first
minimum ofv(t) for t > 0 occurs fok = 0 in (21). Thus, the
solution of (21) fork = 0, given by (17) in Theorem 1, is
necessary and sufficient to provide the time ofuo@nce of
the first minimum ofv(t) and (16) in Theorem 1 checks if
this minimum is negative or null. This proves tiideorem 1
is necessary and sufficient to detect ZVT in st@ige B

To illustrate the efficiency of Theorem 1 as a tést
decide on the existence of ZVT, consider the circuider
study here with parameters given in Table |. Patara®/\y
andVc,(tp) are given by the topology choice. In this cake, t
parameters used are from [8]. These parametersv dtho
obtain

(25)
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@ = 12.91x16rad/s (26)
and
Verlty) = -611.010V (27)
and then
A=-58.257&; (28)
B = 2.5000x18V/s; (29)
C =-193.649%; (30)
and
D = 458.257§. (31)

Applying Theorem 1, one has that the first minimfon

t > 0 occurs at
t*=181.4Ins (32)

and its value is

V(t*) = -62.996W, (33)
which allows to conclude rapidly and precisely, heiit
computer simulation, that there exists ZVT for stdig) for
the circuit with parameters in Table I. Figure 3gmnts
function v(t) for this example and corroborates, based on
numerical computation, the existence of ZVT. Obseihat
the choice of a time step not sufficiently smaluicblead to
the wrong conclusion of nonexistence of ZVT in thise.
The reliability of the conclusions based on nunadric
computation becomes computationally more expensiven
ZVT approaches of the critical case, wheg only touches
the horizontal axis, without crossing it. In thigse, the time
step must be very sharp, increasing the computltitime
necessary to have a reliable conclusion. On therdihand,
Theorem 1 copes with the decision of existence W Z
without such problems of numerical precision, répid
providing a response for the question.

Suppose that the circuit designer has a set ofiless
values forL, and C, for the auxiliary branch and must
investigate for which pairsLf, C;) ZVT is ensured. As an
example, suppose the circuit with parameters inlérdp
except for L, and C,, that now are given by
C, 0[12...30nF and L, 0[23...25)uH .

These sets can be arbitrarily chosen by the cidrstgner
based on cost, precision and availability of thenponents,
volume or other constraints. The prior sets proddpace of
design with 720 pointd{, C,). The investigation of ZVT for
all the elements of this set by means of numerical
computation can be time consuming. On the othed hor
each one of these paiis,(C;), Theorem 1 can be applied to
decide rapidly on the existence of ZVT. Using Matla
running in a notebook with Intel Core Duo procesdd?4
GB RAM, the test of all 720 pairs with Theorem Ic&ried
out in 32ns which is a considerably short time, providing
the result shown in Figure 4. In this figure, tmeaashown in
grey corresponds to the pairg,,(C;) for which ZVT
operation is assured. Moreover, the method propbasdhe

TABLE |
Circuit parameters

Parameter Value
Vo 400V

| 10A

VW Vo

Ver(to) -800v

Ce 1nF

C, 3nF

Lr 8/1H
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1800

m— /(1) = A+Bt+Csin(w, t)+Dcoso, t)

1600f| = = = v(f) = A+Bt

1400 -

1200 -

1000+ -

-200
0

2(30 360 4(30
t[ns]
Fig. 3. Functionv(t) (1) with parameters from Table |, showing

ZVT. The minimum of (1) is -62.9967V and occurs 181.41ns.

i
100

advantage of being conclusive, while the numerizaés
depend strongly on the initial guess and on the &ie error)
previously specified.

IV. PROPOSED CONDITIONS

The conditions proposed in the sequence allow ffigdi
root for the nonlinear function (1). This equatisrobtained
by applying the Kirchhoff's Laws to the circuit foed by
the series connection of capacito€s; (in parallel with
current sourcé) andC, and inductol,.

In (1) the voltageVc(ty) is given by the topology under
analysis. Some examples for chosen topologies iasn gn
Table II.

By finding the root of (1), it can be determineeé time of
occurrence of ZVT and, as a consequence, the doratfi
stage (iii-a), which is useful for several analyses will be
illustrated later on.

It is easy to notice that, by knowing the numericalues

of A, B, C, D and «, for a specific case, the root can be found

using numerical methods [14]. However, the probtenbe
solved here is to find analytical expressions ddpenonA,

B, C, D and w in order to provide a good approximation of

25

O zvrtArea
0 Non-zvT Area

20

e e o
et e e e

+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+

0

15 20 25 30
Cr [nF]
Fig. 4. Pairsl(r, Cr) for which ZVT is ensured by Theorem 1. ZVT

holds for 638 points of the set of 720 points téste

0 5 10
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TABLE I
Circuit parameters

Topology Ver(to) Vw Vciamp
[71,[10] 0 0 -
[8] -2V, Vo 0
[9] undefined 0 -
[11] Vo 0 Vo

the root of (1). This is a more general solutiom the
problem and allows the use of the obtained expwassior
analysis and design.

Section Il of this paper provided a condition ®t&'mine
if the root of (1) exists or not. Sinet) in (1) is continuous,
with periodical extremum points and is necessgribgitive
for t = 0, the root exists if and only if there is a ate
minimum (or zero, in the critical case) for functi¢l). The
time of occurrence of this minimum is given thyn equation
(17), referred a$;, from now on, and is used as a starting
point for the methods that follow, which are also a
contribution of this paper.

Three approaches are given in this section to ctenan
approximation of the root of (1). Method 1 is baswd a
second order Taylor series approximationv@t) with the
center of the series placedRy,.: in Figure 5. Method 2 is
based on a quadratic interpolation of (1) usings#, and
P, and the time-derivative aft) of the curve aP;, as shown
in Figures 6 and 7. Method 3 is similar to methodith the
difference that is used the time-derivativd’atnstead of;.

A. Method 1

The key idea here is to center a Taylor series
approximation ofv(t) at Proot Proot iS the root of the line
connecting pointsP; and P,, as seen in Figure 5, and is
located at

tPRm,l =t, V(O)/ (v(O) - V(tln)) : (34)
The second order Taylor series of (1), centerdgka; is
given by
VTaylor (t) = V(tPRom) + V(tPRom)(t - tPROO‘)
(s, (- t,,,)?/2
Equivalently,
VTaonr(t) = A+ Bt
sin@f,,, ) + @ cos@ly, )t=t; ). (36)
+C
- 05" sin(yt, )t-t, )’

cos@t, )-wsin@t, Nt-ts )
+ D oot Root Root
- 05w’ cos@yt, )(t-t, )

Thus, the root ofvrae(t), named now on ashs,
immediately calculated by means of the well known
Baskara’s formula, is an approximation of the robt (1).
The error associated with a second order Tayloreser
approximation of/(t) can be written as [14]

eI'aylor =
for some ¢ in the open interval with extrem@gq, and t.
From Figure 5, the actual root is located in therival with

extrema tpgoot and f, where t is the point where the
derivative ofv(t) at tproot Crosses the horizontal axis, being

(35)

PRool

PFroot

% t-t, )° (37)
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given by

A v(t
foi, - _( P ) | (38)
root V(tprom )
Hence, the error in the approximation in Methodah be
bounded by
3 / 2 2
eI'aylor < C‘)e ( C6 D *) (f _tpmm)a‘ . (39)

Although the results provided by this method arevewsy
satisfactory, this method is shown because it ieimple.
Two alternative methods are presented now.

B. Method 2

This method lies in interpolating two points of thg)

curve with a second order equation, given as below:
v, (t) = at® +bt+c,

int (40)
whose derivative is

v, (t)=2at+b. (41)

The points chosen to be part of (40) are the pairthe

first positive minimum and the point of half of ttime of the

first positive minimum of the real curve. This ik

because the commutation occurs during this intefiathe
most critical cases. Then it is defined:

I:)l = [tln/z' V(tln/z)]

P, =[t,, vit,)]-

(42)
and
(43)

v(t)‘ V(D)

[t./2V(t,/2)]

[t V()]

Fig. 6. Concept of method 2.

verify vim'(t), given in (41), corresponding to the third line in
(46). Thus, the following linear system is obtained

(tln/ 2)2 t1n/ 2 1ja V(tln/ 2)
tlnz tln 1 b = V(tln ) (46)
2t,/2 1 0|c| |, /2)

By solving (46), the parameters, b and ¢ can be
determined, resulting in a second order curve that
interpolatesP,; andP, and has a derivative in poiRt given

by B,.

Given that only two points do not provide enough With vi(t) determined, its roott{zoe) can be calculated

information to define a second order interpolataggation,
there must be a third constraint. Such constraithosen to
be the derivative of the curve in one of the poihizt are
being interpolated, Figure 6. In this way, two gsigan be
analyzed.

Initially the third constraint analyzed is the dmative of
curvev(t) atPq:

Then, it is defined

P2 w2
where the derivative of(t) is given by

V(t) = B++/C?+D? codwt +arctar?(D,C))ew,  (45)
andarctan2()is the four quadrant inverse tangent function.
PointsP; andP, must verify (40), resulting in the first and

(44)

second lines of equation (46), respectively. Pdihtmust

v(t)| v(Y)

P

[0.v(0)]

[t (L)
/

P

Root

Fig. 5. Concept of method 1.
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easily by using Baskara’s formula and, in this wéye
Taylor series is centeredtakqos

C. Method 3

Another constraint that can be utilized is the daive of
the curvev(t) onP,, Figure7:

Then, it is defined

b=t )]

where the derivative of(t;,) is obtained by making=ty, in
(45).

Lines 1 and 2 in (48) are as those in (46). Theltline is
obtained by applyind®, in (41). Thus, the following linear
system is obtained:

(47)

(tln/ 2)2 t1n/ 2 1 a V(tln/ 2)
tlnz tln 1 b = V(tln) ' (48)
2t 1 O0fc V({m)

By solving (48), the parameters, b and ¢ can be
determined, resulting in a second order curve that
interpolatesP,; andP, and has a derivative in poiRb given

by B,.
Then, tproot Can be calculated from,(t), as it was done
before, and the Taylor series can be centeredispdiint.

V. RESULTS

The efficiency of the proposed methods to compuaiedg
approximations of the root of (1) is illustrated means of
the following numerical examples.
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v(t)“ V(9
P,
ESG
7 >
(62621 N t
[t V(5]

Fig. 7. Concept of method 3.

1) Example for Method 1:

Consider the parameters in (1) given in Table I.

Figure 8 shows functiow(t) for the above parameters; the
second order Taylor series approximationv@f is centered
at Proo It is important to observe from this figure thae
second order Taylor series used to approxim@jeprovides
a good approximation around the cemgy,, which includes
the region of the actual root, as pointed out anftgure. The
parts ofvrayior that are not good approximations wff) are
irrelevant for the computation of the root eoft). The
approximation of the root of(t), computed by Method 1, is
given by 138.84s and the actual root, numerically
computed [13], is given by 13949 This illustrates a very
good approximation of the actual root, providedvbsthod 1
in this example.

From which, the first curve is obtained,
Vini(t) = 1.51x10% -6.66x10 x + 648.59. (50)
The first positive root fow,(t) is at 145.08s. The root of
Viayio(t) centered at this point is 1386 while this value
calculated numerically is 139.48This shows that the root is
calculated with great precision. This method igsiltated in
Figure 9.

3) Example for Method 3:
Using the same parameters from the former exanhge t
following system is obtained:

8.22x10"° 9.07x10° 1[a]| [16850
320x0™ 1.81407 1|b|=|-63.00: 1)
3.62X07 1 Ofc 0

from which the following curve it is obtained,
Vini(t) = 2.81x16% -1.02x16° x + 863. (52)

The first positive root fow,(t) is at 134.08s The root of
Viayiol(t) centered at this point is  138ri&t while this value
calculated numerically is 139.48 Again, the root was
calculated with great precision. This method igsiltated in
Figure 10.

As a final example for validation of the proposed
conditions, consider the converter topology in [&jth
parameters given in Table I. The simulation resfdtsthis
converter can be seen in Figure 11, indicating thatZVvT
time obtained is about 188 All proposed methods for
determination of the ZVT time yielded values withiine
interval [138, 1399s Thus, there exists a good
correspondence between the theoretical proposal thed
simulated results. Besides, the VS1 waveform cfearl

2.3788/. The actual error, that is, the modulusv(£38.81)

observed in Figure 4, since the pdif, (C,) utilized belongs

is given by 0.7%, thus respecting the upper bound provided© the ZVT area provided by Theorem 1.

by Method 1.

2) Example for Method 2:
Using the same parameters from the former exanmge t
system obtained is

8.22x10°% 9.07x0° 1fa 16850
32040 1.81407 1|b|=| -63.00 |- (49)
1.81x07 1 olc| | -392a0°

T T
== Real curve

Taylor curve| -
== == Method 1
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Fig. 8. Functionv(t), second order Taylor series approximation of
v(t), marked asrayior . The Taylor series is centeredPabot
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By means of the approaches proposed herein some

important design parameters can be obtained andaded,
such as the operation sequence, the total commuttitne,
the RMS values of current through the auxiliarycait,

resistive losses through the auxiliary componefdss of
duty ratio, to name a few. Below two of these paetars are
given as examples.

A. Operation Mode:
The operation mode can be determined by evaludliag
following expression

600
A

T T
== Real curve

Taylor curve| -
= = == Method 2

400

V(D)

200

-200

H R
100 200

ting

Fig. 9. Example for method 2.

L
50

199



VCr (AtSa) > VCIamp (53)

where

Vg, (t) = A=\, + Bt—(Csin(at) + Dcos(a)et))%
r

N3, is obtained from the methods shown in the forme
section.

When (53) is satisfied, the converter operatesgquence
2,i.e, C, clamps before the voltage 6§ becomes null. Else
it may operate either in sequence 1 or in sequdnce

It operates in sequence 3@ is clamped after th€g
voltage becomes null, satisfying (55).

\/(\/C, (Ataa) +VW)2 + (I L (AtSa)Zr )2 (55)
whereVc,(As) is obtained by making= A, in (54) and
P (AtSa) = (' CCOS(“eAtz) + DSin(aeAtz))Csa*e :

(54)

2V,

= YClamp’

(56)
+BC,
o -z, ; -
A, arcsw{vCr ) v, =V, J/@ (57)
@ =JULC, . (58)

Z, is given in (11) andvc(to) is defined by the topology,
according to Table I.
Otherwise, the converter operates in sequence 1.

B. Commutation Time

VCr

0.0

-200.00

-400.00

-600.00

-800.00 |

Vs1

500.00

400.00
300.00
200.00
100.00

0.0

»>—
At=138.75ns

-100.00

15.00
10.00
5.00
0.0
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-10.00

0140
\

0.20} 0.60 0.80
H

Time (us)

1.00 1.20 1.40

Fig. 11. Simulation results for converter topolofg] with the
parameters from Table I.

The commutation time is determined depending on the

operation sequence of the converter.

1) Sequence 1

The amount of time used to accomplish the transstioy
the converter when operating in this sequencevisrgby:

toom = By D, + Dy + Dy + D5 + D + D0 (59)
where A; and Ag are given by the modulation scheme
utilized; Ay, is given by (57)As, can be determined by the
methods presented in section IlI;
J/a% ,

arcta’EVCr (AtSa) +VW
| Lr (At3a )Zr
whereVc(t3,) is obtained by making= A, in (54) and

| (8.) = (Dsin(@A,,) - CeodwA,,))Csw, + BC, ; (61)
As =T/, ; (62)

At4a (60)

and
(63)

T T
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Fig. 10. Example for method 3.
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2) Sequence 2:
The amount of time used to accomplish the tramnsitioy
the converter when operating in this sequencevisrgby:
teom =By T+ A, A, +A, , (64)

+hs+A+ A,

where A, and A are given by the modulation scheme

utilized; A, is given by (57);As. can be obtained by the
approaches presented in section I, makinge{t) = Vciamp
and solving foit = A,

Dig, = -7
@,
— T arCtané\/Cs(Ataa) _Vo ’ (l - I Lr (Ataa))zs) (65)
w,
| { v,
arcsli > >
_ \/(VCS(AISa) _Vo) + ((I - I Lr (Ataa))zs)
.

where VcdAz,) is obtained by making = Ai, in (1) and
IL:(Aa) is given in (61).

Amb - | Lr (Atsb) Lr , (66)
VCIamp +VW
where
| Lr (Atab) = I Lr (Ataa )Coia‘rAKSb)
— VCr (AtSa) +V ’ (67)

e sin(wA )
.

A andA; are given by (62) and (63), respectively.
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3) Sequence 3: [3] C.-M. Wang, “Novel zero-voltage-transition PWM DC-

The amount of time used to accomplish the transstioy DC converters”, Trans. on Industrial Electroni¢svol.
the converter when operating in this sequencevisgby: 53, no. 1, pp. 254- 262, Feb 2006.
teom =Dy + A, + A, + A, (68) [4] M. Mezaroba, J.S. Scholtz, E.S.G. Giacomini,
' "Conversor CC-CC Elevador/Abaixador ZVS PWM

+At4b +At5 +At6 +At7 . I P N .
i ) com Grampeamento Ativo"Eletrdnica de Poténcia
where A; and Ag are given by the modulation scheme vol. 12, no. 3, Novembro de 2007, p. 197-204.

utilized; A is given by (57);Aza can be obtained by the [5] M.L. Martins, J.L. Russi, J.R. Pinheiro, H.L. Hey,

approaches presented in section IV; "Zero-Current  Zero-Voltage  Transiton = PWM
. Viy +Veram Converters with Magnetically Coupled Auxiliary
arcsi > > Circuit", Eletrénica de Poténciavol. 13, no. 4,
A = Ve (Ba) W)+ ()2 ) ) ©69) Novembro de 2008, p. 201-208.
t4a ) [6] M. Mezaroba, J.D. Sperb, "Conversor Auxiliar com
Comutagcdo ZVS aplicado ao Snubber de Undeland
_arCtané‘/Cf(ABa)-FVW’IU (At3a)zf )/a), Regenerativo"Eletrénica de Poténcijavol. 13, no. 2,
where V¢(Azs) is obtained by making = A, in (54) and Maio de 2008, p. 61-68.
ILr(Awa) is given in (61). [7] K.M. Smith and K.M. Smedley, “A comparison of
A = I, (Atg,b) L, (70) voltage-mode  softswitching methods for PWM
14b Veramp * Vi ' converters,"lEEE Trans. on Power Electronicsol. 12,

no. 2, pp. 376-386, Mar. 1997.
_ [8] L. Yang and C.Q. Lee, “Analysis and design of boost
I (B) =1 (At3a)cos(a‘rAt3b)_ 71 zero-voltage transition PWM converter,” Rroc. IEEE
V(D) +V sinfwn,) (71) APEC, pp. 707—713,1993.
s [9] G. Moschopoulos, P. Jain, and G. Joos, “A noveb-zer
voltage switched PWM boost converter,”Pmoc. |IEEE
PESG 1995, pp. 694-700.

where

r

A andA; are given by (62) and (63), respectively.

VI. CONCLUSION [10]C.-J. Tseng and C.-L. Chen, “Novel ZVT-PWM
converters with active snubber$EEE Trans. on Power
This work proposed an analysis tool to verify thodt-s Electronics vol. 13, no. 5, pp. 861-869, Sep. 1998.
switching conditions for a given set of componefiits C,)  [11]D. M. Xu, J. M. Zhang, Y. C. Ren, and Z. Qian, “A
for ZVT converters with resonant voltage source. novel single-phase active-clamped ZzZVT-PWM PFC
In addition, three numerical methods to computetitine converter,” inProc. IEEE APEC2000, pp. 456-459.
of occurrence of ZVT for power converters with caip on  [12]M.L. Martins, J.L Russi, H.L. Hey, “Novel Design
the auxiliary resonant branch were presented. Methodology and Comparative Analysis for ZVT PWM
The conditions in the paper provide analytical eggions Converters with Resonant Auxiliary Circuit’|EEE
to compute the time of occurrence of ZVT based loa t Trans. on Industry Applications. 42, n. 3, p. 779-796,
converter parameters. The results obtained becaefelfor 2006.
analysis and design, allowing evaluating operasiequence, [13]P. VenkataramanApplied Optimization with Matlab
total commutation time, resistive losses and othgrortant Programming a Wiley-Interscience Publication, New
parameters to describe the converter performance. York, USA, 2002.
Examples provided in the text illustrate the effitty of [14]R.L. Burden, J.D. FairesNumerical Analysis 8"
the proposed conditions. edition, Ed. Thomson, Belmont, CA, USA, 2005.
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