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ABSTRACT In this work, a comparative study is presented to evaluate the performance of iterative
methods to solve nonlinear systems applied to grid impedance estimation. The iterative methods of Newton-
Raphson, Potra-Pták, and Chun were embedded in the control system of a three-phase inverter supported
by a photovoltaic plant connected to the grid. The adopted impedance estimation technique consists of
successive variation of the power injected into the grid, more precisely, at three different levels. The voltage
and current amplitudes at the point of common coupling (PCC) are monitored and serve as input for the
iterative methods, which, after processing them, provide an estimate of the grid impedance. To compare
the performance between the methods, the following merit figures were listed: execution time, number
of iterations required to deliver the estimates, percentage error, efficiency index, computational efficiency,
computational efficiency index, and stability of the iterative method. The results presented were obtained
through real-time simulations. From that, it was possible to conclude about the method with the best
performance, thus contributing to greater assertiveness on the part of designers when choosing the most
efficient iterative method to be embedded in a microcontroller for grid impedance estimation purposes.

KEYWORDS Chun method, comparative analysis, grid impedance estimation, iterative methods, Newton-
Raphson method, nonlinear systems, Potra-Pták method.

I. INTRODUCTION
In April 2023, the Group of Seven (G7) pledged to further
and encourage a global green transition, collaborating to
transform their economies and reach net zero greenhouse
gas (GHG) emissions by 2050 [1]. Currently, severe climatic
and environmental changes, along with growing concerns
about the future supply of non-renewable energy resources,
underscore the urgency of transitioning to predominantly
green energy systems [2].

These facts encourage the increasing use of renewable
energy sources which, when combined with the electrifi-
cation of transport, brings an increase in the number of
power electronic converters connected to electrical energy
distribution grids. Therefore, investigation of phenomena
related to the converter-grid interaction becomes essential
to increase the reliability and efficiency of these systems.

The first record on the analysis of the interaction between
the output impedance of a converter and the impedance of the
grid to which it is connected was presented in the 1970s by
[3], where a case covering dc-dc converters was investigated.
In the 1990s, the approach recorded in [3] was generalized
for application to dc-ac systems [4], [5].

In the twentieth century, undesirable behavior was ob-
served in the converter-grid interaction. This fact was
recorded in [6], where it was concluded that the connection
of distributed generation sources with the distribution grid
of an utility can lead to system instability if they are not
properly designed. More precisely, a high grid impedance
can cause system stability problems [7].

Given this context, the need to know the impedances
involved in the converter-grid interaction arose, which led to
the so-called impedance estimation techniques. The main ap-
plications of impedance estimation are grid characterization,
anti-islanding detection, filter resonance prevention, adaptive
control, and stability analysis [8].

In recent years, several impedance estimation techniques
have been proposed and recorded in the specialized literature.
In [9] an online event-based grid impedance estimation
technique was proposed for grid-connected inverters. The
strategy consists of imposing variations in the inverter output
power and monitoring variations of the positive sequence
amplitude point common coupling (PCC) voltage. When
used in the context of impedance estimation techniques, the
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term online means that the parameter estimation is performed
with the system in full operation.

It was in [10] that the estimation of the X/R relationship
of the grid was proposed to determine a virtual impedance
in the control of the converter. The main objective of this
action is to improve the control of the power flow of the
grid-forming converters. In [11], an impedance estimation
technique was proposed based on variations in power levels
injected by an inverter connected to the grid, changes in PCC
voltages and currents were monitored and used as input for
the numerical method of Newton-Raphson, resulting in the
estimated RL values of the grid.

An approach for estimating grid impedance based on a
pulsed signal injection (PSI) technique and an impedance
modeling tool in a low-voltage grid with parallel connected
converters was presented in [12]. In [13], the impedance of
the grid to which an inverter was connected and estimated by
inserting a pseudorandom binary sequence (PRBS) directly
into the control system. The responses to the disturbances
were recorded and analytically manipulated to estimate the
parameters.

Recently, a technique for estimating the grid impedance
in the reference frame dq was presented in [14]. The strat-
egy is based on the interpolated discrete Fourier transform
to extract the phase angle of the grid and then estimate
the parameters RL. The results indicate that the method
was able to estimate the grid impedance accurately even
at lower frequencies. In [15], a method based on zero-
sequence voltage injection was proposed to estimate the
grid impedance. Basically, it was proposed to inject a third
harmonic before space vector pulse width modulation, in
order to generate sequence voltage zero on the output side
of the inverter. Then, the voltage response at the PCC is
measured to estimate the grid impedance.

By knowing that currently the computational and stor-
age power of microcontrollers is increasing every year,
the embedded and dedicated algorithms for estimating grid
impedance must be optimized to provide increasingly faster
control system decision-making, in addition, the precision of
estimates must be the best possible, as mistaken estimates
will result in equally erroneous decision making by the
control system. This fact brings to light an opportunity to
contribute with the algorithm performances dedicated to grid
impedance estimation.

In [16] a comparison was made between two iterative
methods applied to grid impedance estimation, where three
merit figures were adopted to carry out the analysis, which
were: the execution time, the number of iterations necessary
to the delivery of estimates and the percentage error.

In this work, an analysis of the performance of iterative
methods for solving nonlinear systems applied to the es-
timation of the impedance of the grid is presented. Here,
the Newton-Raphson, Potra-Pták and Chun methods had
their performances compared based on the following figures
of merit: execution time, number of iterations required to

deliver the estimates, percentage error, efficiency index,
computational efficiency, computational efficiency index, and
stability of the iterative method. The objective of this com-
parative study is to conclude on the most appropriate iterative
method to be embedded and dedicated to grid impedance
estimation in a microcontroller, contributing to increasing
the reliability of converters connected to the grid.

To achieve the proposed objective, the iterative methods to
be analyzed were embedded in the control system of a three-
phase inverter supported by a photovoltaic plant connected to
the grid. The performance of each method was recorded for
each of the merit figures listed using real-time simulations.
From the results obtained, it was possible to conclude that
it is the most efficient iterative method.

The organization of this work was defined as described
in the following. Section II presents the grid impedance
estimation method used, highlighting the step-by-step pro-
cess for obtaining the estimated parameters. In Section III,
the iterative methods to be compared are mathematically
described, and in addition, each of the figures of merit
listed is properly defined. In Section IV, the following are
presented: the photovoltaic system connected to the grid via
a three-phase inverter, the real-time validation platform, and
the results observed for the performance of each iterative
method, being duly discussed. Finally, Section V summarizes
the general conclusions of the work.

II. GRID IMPEDANCE ESTIMATION METHOD
Fig. 1 illustrates a generic grid-connected distributed genera-
tion system (DGS). In this, a DGS injects current Ik∠φk into
a grid represented by a voltage source Vgk∠δk of impedance
Zgrid = Rg+jωLg, which being Rg, ω and Lg, respectively,
the resistance, the nominal frequency and the inductance of
the grid. The voltage in the PCC is represented by Vk∠0◦.
The subscript k identifies different levels of power that the
DGS can inject into the grid.

Observing the variables presented in Fig. 1 one can write:

Vgk∠δk = Vk − (Rg + jωLg)Ik∠φk . (1)

Writing Vgk∠δk and Ik∠φk in rectangular form:

Vgk∠δk = Vgk cos δk + jVgk sin δk = Vgkx + jVgky . (2)

Ik∠φk = Ik cosφk + jIk sinφk = Ikx + jIky . (3)

The subscripts x and y denote the real and imaginary com-
ponents, respectively. Compared (1) with (2) and replacing

PCC

DGS

FIGURE 1. Generic grid-connected distributed generation system.
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(3) in (1), we obtain the following:

Vgkx + jVgky = Vk − (Rg + jωLg) (Ikx + jIky)

= Vk −RgIkx − jRgIky − jωLgIkx + ωLgIky

= Vk −RgIkx + ωLgIky︸ ︷︷ ︸
Real

−j(RgIky + ωLgIkx)︸ ︷︷ ︸
Imaginary

.
(4)

When comparing the sides of (4), we note that:{
Vgkx = Vk −RgIkx + ωLgIky
Vgky = −RgIky − ωLgIkx

. (5)

Considering three different possible levels of power in-
jected into the grid by DGS, system (5) becomes:

Vg1x = V1 −RgI1x + ωLgI1y
Vg1y = −RgI1y − ωLgI1x
Vg2x = V2 −RgI2x + ωLgI2y
Vg2y = −RgI2y − ωLgI2x
Vg3x = V3 −RgI3x + ωLgI3y
Vg3y = −RgI3y − ωLgI3x

. (6)

The instantaneous decomposition technique into sequence
components (IDSC) presented in [17] has as input the
measurements of the voltage at the PCC and the current
injected into the grid by the DGS. The result of applying this
algorithm are estimates of the voltage amplitude in the PCC
(Vk) and the amplitude (Ik) and phase (φk) of the current
injected into the grid. Consequently, for each of the three
possible different levels of power injected, V1, V2, V3, I1x,
I1y, I2x, I2y, I3x and I3y are known. Thus, the system (6)
has six equations and eight incognitos: Vg1x, Vg1y, Vg2x,
Vg2y, Vg3x, Vg3y, Rg and Lg.

It is reasonable to assume that the grid voltage ampli-
tude (Vgk) does not experience significant variations during
the three different power levels injected by the DGS, i.e.
Vg1 = Vg2 = Vg3. In other words, it can be considered
that the phasor module Vgk∠δk does not change during
the application of the grid impedance estimation method.
Knowing that the module of Vgk∠δk is given by:

|Vgk∠δk| = Vgk = V 2
gkx + V 2

gky , (7)

it can be expressed as:

V 2
g1x + V 2

g1y = V 2
g2x + V 2

g2y (8)

V 2
g2x + V 2

g2y = V 2
g3x + V 2

g3y . (9)

The system (6) combined with (8) and (9) form:

Vg1x = V1 −RgI1x + ωLgI1y
Vg1y = −RgI1y − ωLgI1x
Vg2x = V2 −RgI2x + ωLgI2y
Vg2y = −RgI2y − ωLgI2x
Vg3x = V3 −RgI3x + ωLgI3y
Vg3y = −RgI3y − ωLgI3x
V 2
g1x + V 2

g1y = V 2
g2x + V 2

g2y

V 2
g2x + V 2

g2y = V 2
g3x + V 2

g3y

. (10)

Note that the nonlinear system of equations (10) is
formed by eight equations and eight unknown variables and
can be solved with a single solution. In this work, the
grid impedance estimation technique presented by [11] was
adopted. The strategy consists of imposing via the control
system that the DGS injects three different power levels
successively, where during time range of each power level,
the voltage and current amplitudes at the PCC and the
current phase angle injected into the grid are captured via
IDSC. At the end of the duration of the three programmed
power levels, the captured information serves as input for an
iterative method to solve nonlinear equation systems, which,
when solving system (10), results in the estimated impedance
of the grid. Fig. 2 illustrates the grid impedance estimation
process adopted.

At this point, it is worth noting that the scope of this
work is restricted to evaluating the performance of iterative
methods for nonlinear systems applied to grid impedance
estimation.

III. ITERATIVE METHODS FOR NONLINEAR SYSTEMS
It is known that the behavior of most physical phenomena is
nonlinear in nature. However, the analytical solution of these
problems is often too extensive or even impossible depending
on the complexity of the problem. [18].

Advances in computer processing power have enabled
iterative methods to be consolidated as a viable, fast, and
efficient alternative to solve nonlinear problems [19], [20].

A generalized nonlinear system of equations can be writ-
ten as: 

f1 (x1, x2, . . . , xn) = 0
f2 (x1, x2, . . . , xn) = 0

...
fn (x1, x2, . . . , xn) = 0

⇒ F (x) = 0 , (11)

Step 1 Step 2 Step 3 Step 4

Measurement Power
Variations

Iterative 
MethodIDSC

VI  monitoring 
in the PCC

3 different
levels

Capturing angles 
and amplitudes

Solution
System 

V A

f(t)

t

f(t)

Power Level 1
Nominal Power Level 2 Power Level 3

Return to
Nominal 

Power Level

1 p.u.

1 p.u.

0

FIGURE 2. Grid impedance estimation method - Step by Step.
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f1, · · · , fn n being nonlinear functions of n variables and
F a vector function in x ∈ Rn.

Solving this system consists of determining the x that
satisfy (11). In general, it is possible to obtain approximate
solutions using iterative methods such as xk+1 = Φ(xk),
where xk is the approximate solution in the k-th iteration.

The iterative methods covered in this work are of the
type xk+1 = Φ(xk). These result in a sequence of vectors
{xk}∞k=0, with k being the index of the step (or iteration)
and xk the approximation of the solution in the k-th iteration.
From an initial estimate x0, this sequence may diverge or
converge to a root x∗,i of the system F (x) = 0 [21].

A. NEWTON-RAPHSON METHOD
The Newton-Raphson method boils down to the solution of:

xk+1 = xk − J−1 (xk)F (xk) , (12)

where J is the Jacobian matrix.
This method has an order of convergence equal to two

(quadratic convergence), as long as an initial value close to
the solution is known and J−1(x) exists. A weakness in the
Newton-Raphson method arises from the need to calculate
the Jacobian matrix J(x) and to solve a linear system in
each iteration to calculate its inverse J−1(x) [22].

In its implementation, direct calculation of J−1(x) and
product J−1 (xk)F (xk) can be avoided by solving the
system J (xk) sk = −F (xk) to determine the vector sk.
Then, the new approximation (xk+1 ) is obtained by adding
sk to xk. This maneuver aims to reduce the computational
cost required for each iteration [23]. The algorithm used is
presented below.

Algorithm 1 Newton-Raphson Method
Require: Function F (x); Jacobian matrix J(x); initial approximation x0;

maximum number of iterations N ; tolerance tol.
Ensure: Approximate method solution x = (x1, ..., xn)t;
error = tol + 1; ▷ Set an initial error to enter the first while.
k = 0;
while (tol < error) do

Calculate F (xk) and J(xk);
Solve J(xk)s = −F (xk) to determine s;
s = −J(xk)

−1F (xk);
xk+1 = xk + s;

error =
∣∣∣x(k+1)

− x
(k)

∣∣∣; ▷ Stop condition
xk = xk+1; ▷ Update of xk

k = k + 1;
if k ≥ N then

To stop;
end if

end while
Output (xk+1); ▷ Solution found via Newton-Raphson method.

B. POTRA-PTÁK METHOD
In 1984, a method with order of convergence three (cubic)
and an efficiency index higher than the Newton-Raphson
method was presented in [41]. The basic idea consists
of carrying out two evaluations (two-step method) of the
given function, requiring only the calculation of first-order
derivatives.

The Potra-Pták method can be described as follows:

yk = xk − J−1 (xk)F (xk)

xk+1 = xk − J−1 (xk) [F (xk) + F (yk)] .
(13)

Algorithm 2 Potra-Pták Method
Require: Function F (x); Jacobian matrix J(x); initial approximation x0;

maximum number of iterations N ; tolerance tol.
Ensure: Approximate method solution x = (x1, ..., xn)t;
error = tol + 1; ▷ Set an initial error to enter the first while.
k = 0;

while (tol < error) do

Calculate F (xk) and J(xk);
yk = xk − J(xk)

−1F (xk);
Calculate F (yk);
xk+1 = xk − J−1(xk)[F (xk) + F (yk)];

error =
∣∣∣x(k+1)

− x
(k)

∣∣∣; ▷ Stop condition.
xk ← xk+1; ▷ Update of xk .
k = k + 1;
if k ≥ N then

To stop;
end if

end while
Output (xk+1); ▷ Solution found via Potra-Pták method.

C. CHUN METHOD
The Chun method was presented in [24], where it was
demonstrated to have an order of convergence equal to four.
Furthermore, like the Potra-Pták method, it does not require
calculations of order two derivatives. This method can be
mathematically described as follows:

yk = xk − J−1 (xk)F (xk)

xk+1 = xk − J−1 (xk)F (xk)− 2J−1 (xk)F (yk)+[
J−1 (xk)

]2
J (yk)F (yk) .

(14)
The algorithm that illustrates the sequence of tasks to be
performed by Chun’s method is presented below.

D. FIGURES OF MERIT
To analyze the performance of an iterative method for
nonlinear systems applied to grid impedance estimation, it
is necessary to define which performance indicators will be
evaluated. In this section, these indicators, referred to from
now on as figures of merit, are described.
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Algorithm 3 Chun Method
Require: Function F (x); Jacobian matrix J(x); initial approximation x0;

maximum number of iterations N ; tolerance tol.
Ensure: Approximate method solution x = (x1, ..., xn)t;
error = tol + 1; ▷ Set an initial error to enter the first while.
k = 0;
while (tol < error) do

Calculate F (xk) and J(xk);
mk = J(xk)

−1F (xk);
yk = xk −mk;
Calculate F (yk) and J(yk);
nk = J(xk)

−1F (yk);
xk+1 = xk −mk − 2nk + J(xk)

−1J(yk)nk;

error =
∣∣∣x(k+1)

− x
(k)

∣∣∣; ▷ Stop condition.
xk = xk+1; ▷ Update of xk .
k = k + 1;
if k ≥ N then

To stop;
end if

end while
Output (xk+1); ▷ Solution found via Chun method.

1) Percentage Error
The percentage error (PE) represents the percentage differ-
ence between the actual value and the estimated value of the
impedance of the grid. In this work, the percentage error
referring to the grid resistance PER and the percentage
error referring to the grid inductance PEL are calculated
as follows:

PER =
Rg −Rg−est

Rg
× 100% (15)

PEL =
Lg − Lg−est

Lg
× 100% , (16)

where Rg is the actual grid resistance, Rg−est the estimated
grid resistance, Lg the actual grid inductance and Lg−est the
estimated grid inductance.

2) Execution Time
The execution time (ET), also known as runtime, represents
the time (in seconds) that the implemented algorithm of the
iterative method required after receiving the input stimuli to
deliver the estimated values of the resistance and inductance
of the grid.

3) Number of Iterations
The number of iterations (NI) represents the number of times
that the algorithm implemented for a given iterative method
needed to repeat its routine completely until it converged to
a solution.

4) Efficiency Index
A very popular figure of merit in the comparison of iterative
methods is the efficiency index (EI) [25]. This can be
calculated as follows:

EI = ρ

1

a , (17)

where ρ denotes the convergence order of the method and
a means the number of function evaluations necessary to
execute the method in each iteration.

According to [26], [27],

• for Newton-Raphson: ρ = 2 and a = d+ d2 ,
• for Potra-Pták: ρ = 3 and a = 2d+ d2 ,
• for Chun: ρ = 4 and a = 2d+ 2d2

evaluations for F and J . Here d represents the number of
equations that make up the nonlinear system.

5) Computational Efficiency
Computational efficiency (CE) is also a common figure of
merit applied to the context of analyzing performance of
iterative methods,

CE = ρ

1

γ , (18)

where γ represents the quantity of operations, measured in
product units, required to perform each iteration, excluding
the function evaluation computations.

As noted in [26], [27],

• for Newton-Raphson: γ = d(d2 + 3d− 1)/2 ,
• for Potra-Pták: γ = d(d2 + 3d− 1)/2 + 2d2 , and
• for Chun: γ = d(d2 + 3d− 1)/2 + 4d2 + d .

6) Computational Efficiency Index
The computational efficiency index (CEI) is a very robust
figure of merit, as it takes into account the number of evalu-
ations of scalar functions in each step of the iterative method,
the number of evaluations of derived scalar functions and the
number of products needed per iteration [28]. This metric is
determined as follows:

CEI = ρ

1

C , (19)

where C is the computational cost per iteration. For

• Newton-Raphson: C = d(d2 + 5d+ 1)/2 ,
• for Potra-Pták: C = d(d2 + 9d+ 3)/2 , and
• for Chun: C = d(d2 + 15d+ 5)/2 .

7) Stability
An iterative method is considered stable if minor variations
in the data or initial conditions lead to only slight changes
in the solution. Thus, an iterative method is labeled stable if
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small alterations in the initial values lead to correspondingly
small alterations in the final results; if not, it is termed
unstable [29].

IV. RESULTS
To evaluate the performance of the iterative Newton-Raphson
(NR), Potra-Pták (PP), and Chun (CH) methods applied to
grid impedance estimation, the system represented in Fig. 3
was adopted. All parameters used are presented in Table 1.

The results presented in this section were obtained through
real-time Model-In-the-Loop (mil) simulations. In this, the
system model under analysis is embedded in the simulator
(on its Central Processing Unit - cpu and/or Field Pro-
grammable Gate Array - FPGA), while the local machine
(host) connected to the simulator is available for real-time
interaction: changes to system component parameters (for
example: controller gains) and visualization of results in real
time. The OPAL-RT Technologies OP5700 simulator used

A

B

A

B

Push-Pull Carrier

x
PI

SPWM G1 to G6

PLL
Conditionals 

for Theta

DC-DC CONVERTER CONTROLConditionals for Theta:

CONTROL OF CURRENT INJECTED INTO THE GRID BY DGS

IDSC

ITERATIVE METHOD

AVERAGE

GRID IMPEDANCE ESTIMATION

FIGURE 3. Complete schematic used to analyze the performance of iterative methods.
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TABLE 1. System Parameters

Parameter Value

Sun Irradiance 1000W/m2

Cell Tempeture 25 ◦C

PV Module Model Kyocera Solar KD325GX-LPB
Parallel Strings 3

Series-Connected Modules per String 2
Maximum PV Plant Power 1.95 kW

Rpv and Lpv 1mΩ and 20 µH
Rpp and Lpp 1mΩ and 150 µH

Cpv 1150 µF
Vin and Vout 230V and 400V

Cbus 2250 µF
Nominal DC Bus Voltage 400V

L1, L2, and Cf 20mH, 0.5mH, and 5 µF
Rg and Lg 1Ω and 1mH

Nominal Line Voltage of the Grid 230V

Nominal Grid Frequency 50Hz

DC-DC Converter Carrier Frequency 60 kHz

MPPT Algorithm Perturbation and Observation (P&O)
PI Proportional Gain 3

PI Integral Gain 40
Kp and Kr 27 and 7000

Carrier Frequency for SPWM 10 kHz

Fixed Step in Real Time 1 µs

FIGURE 4. Real-time validation platform.

has an FPGA, two cpu, a system for conditioning up to 256
inputs/outputs, 16 fiber optic small form pluggable ports, and
is designed to be used as a desktop or in a standard 19 inches
rack. Operating with Virtex-7 FPGA, this simulator has two
Intel Xeon E5-2667 @3.2 GHz cpu – each with 8 cores,
an X10DRL-I-O motherboard and 32 GB of memory. The
host-simulator configuration utilized is shown in Fig. 4.

The system presented in Fig. 3 consists of a photovoltaic
(PV) plant connected to the grid through two conversion
stages. The first stage consists of a DC-DC push-pull con-
verter that introduces a gain in the voltage generated by
the PV plant, in order to provide a voltage level suitable
for the nominal value of the DC bus. A three-phase, three-
leg inverter with two switches per leg and an LCL-type

output filter interfaces with the grid, making up the DC-AC
conversion stage. The grid is represented by a voltage source
(Vgabc) in series with its resistance (Rg) and inductance (Lg).

The implemented control system can be basically divided
into three blocks: the control dedicated to the DC-DC
converter, the part responsible for controlling the levels of
current injected into the grid, and the section designated
for online estimation of the grid impedance via an iterative
method.

To generate the gate signals G11 and G22 that control,
respectively, the switches S11 and S22 that are part of the
push-pull converter, the PV plant output voltage (Vpv), and
current (Ipv) were measured, these values are the input
of the maximum power point tracking (MPPT) method. A
P&O (Perturbation and Observation) algorithm generates
the reference signal (Vm), which, compared to a triangular
carrier, results in switch gate signals.

The control system for the current injected into the grid
has as input the measurements: the voltage in the PCC (Vabc),
the current injected into the grid (Iabc) and the voltage at
the DC bus (Vbus). The adopted grid impedance estimation
method requires successive injection of three different power
levels into the grid. To meet this demand, successive vari-
ations were programmed in the DC bus voltage reference
signal (V ∗

bus) and in the reference phase angle (θ∗) for the
current injected into the grid.

A phase-locked loop (PLL) delivers the θ angle to the
block called Conditionals for Theta. This adjusts the θ values
based on the current power level, resulting in the reference
angle θ∗ for the current injected into the grid. The θ angle
adjustment process boils down to the following:
if Power Level 1 ⇒ θ∗ = θ;
if Power Level 2 ⇒ θ∗ = θ + 15◦;
if Power Level 3 ⇒ θ∗ = θ + 30◦.

The reference signal for the DC bus voltage V ∗
bus varies

according to the following conditions:
if Power Level 1 ⇒ V ∗

bus = 1.00 × Nominal DC bus voltage;
if Power Level 2 ⇒ V ∗

bus = 1.50 × Nominal DC bus voltage;
if Power Level 3 ⇒ V ∗

bus = 1.25 × Nominal DC bus voltage.
The voltage measured on the DC bus (Vbus) is compared

with its reference value, and the resulting error is processed
by a PI controller, generating the reference amplitude for the
current I∗. The reference angle θ∗ combined with I∗ makes
up the reference current (I∗αβ) on the αβ axes. The current
injected into the grid (Iabc) is measured and transformed to
the αβ reference, becoming Iαβ . The error resulting from
the comparison of I∗αβ with Iαβ is processed by a resonant
controller. The resulting signal is taken back to the stationary
reference frame where it serves as a reference for a sinusoidal
pulse width modulation scheme (SPWM). The gate signals
G1 to G6 control the inverter switches from S1 to S6, thus
controlling the current injected into the grid.

The control block dedicated to estimating the grid
impedance has as input the voltage measured at the PCC and
the current injected into the grid. An instantaneous decompo-
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sition into sequence components (IDSC) algorithm estimates
the voltage amplitude at the PCC (Vk), the amplitude of the
current injected into the grid (Ik) and the phase angle of this
current (φk) for each power level imposed by the control
system. Consequently, for each level of power injected into
the grid, there is a set of 3 estimated values: [V1 I1 φ1],
[V2 I2 φ2], and [V3 I3 φ3], for power levels 1, 2 and 3,
respectively.

The values of these estimates, in general, fluctuate around
a certain value. Therefore, a block called Average was built,
which is responsible for taking the arithmetic average of
the last 2500 samples contained at the end of the duration
time interval for each of the three power levels. The average
values of these sections of Vk, Ik and φk are the input of
the block that contains the iterative methods under analysis.

Note that the block containing the iterative method should
only be activated after the end of the time interval of the
third level of power injected into the grid, as only after
this instant will the three sets of estimated values become
available necessary to solve the nonlinear system that models
the problem.

With the three sets of necessary input values, the block
containing the iterative method (Newton-Raphson, Potra-
Pták, or Chun) separates the real and imaginary parts of the
current phasor Ik∠φk. From there, the system can estimate
the impedance of the grid by solving the nonlinear system
of equations (10). As a result, the estimated grid resistance
(Rg−est) and the estimated grid inductance (Lg−est) are
obtained.

To analyze the performance of the iterative methods, an
observation window with a total duration of 1.6 seconds
was established. Within this time interval, the three different
power levels required and imposed via the control system
are distributed as shown in Table 2. The results obtained are
presented in Fig. 5 and Fig. 6.

The results shown in Fig. 5(a) and Fig. 5(b), show the
measured output voltage (Vpv) and current (Ipv) of the PV
plant. Of these, an average power supply of around 1.73 kW
was observed.

The voltage measured on the DC bus (Vbus) during
the section referring to the first power level remained at
400 V (nominal value). After imposing the second power
level by changing V ∗

bus to 600 V, a transient lasting 0.3 s
was observed until entry into the steady state. At 0.6 s, the
third power level started, V ∗

bus was changed to 500 V, and
the DC bus voltage took again 0.3 s to reach its reference
value. This behavior is shown in Fig. 5(c).

Fig. 5(d) shows the action of the Conditionals for Theta
block on the phase angle delivered by the PLL. It can be
seen that, although the value of θ does not vary throughout

TABLE 2. Duration interval of each power level imposed

Power Level Value
Duration Range

(in seconds)
1 100% × Nominal Power From 0 to 0.2
2 95% × Nominal Power From 0.2 to 0.6
3 110% × Nominal Power From 0.6 to 1

(a) PV plant output voltage. (b) PV plant output current. (c) DC bus voltage and reference.

0.20.18 0.60.58
0

6.2

0

6.2

0

6.8

10.98

(d) PLL output angle and reference.

0.20.18 0.60.58 10.98

0
5

5
0

4.8
0

5.5
0

(e) Alpha component and reference for Iabc.

0.20.18 0.60.58 10.98

5
0

4.8
0

5.5
0

(f) Beta component and reference for Iabc.

FIGURE 5. Results obtained for the system under analysis - Block 1.
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(a) Voltage and current for phase-a at PCC.

0.20.18 0.60.58 10.98

193.1

0

192.2

0

191.3

0

(b) Voltage at PCC.

0.20.18 0.60.58 10.98

5

0

4.8

0

5.46

0

(c) Current injected into the grid.

CA B

Average Value in A = -0.058°
Average Valeu in B = -15.17°
Average Value in C = -29.96° 

(d) Estimated angle for the injected current.

CA B

Average Value in A = 192.8
Average Valeu in B = 192.1
Average Value in C = 191.6 

(e) Estimated voltage amplitude in the PCC.

CA B

Average Value in A = 5.023
Average Valeu in B = 4.850
Average Value in C = 5.468 

(f) Estimated amplitude for the injected current.

FIGURE 6. Results obtained for the system under analysis - Block 2.

the observation window, the value of the reference angle
θ∗ delivered to the control system varies according to each
different level of power injected into the grid.

The results presented in Figs. 5(e) and 5(f) show that for
both the α axis and the β axis, the components of the current
injected into the grid followed their reference signals during
all imposed power levels.

The consequence of the variation in the θ∗ reference angle
on the current injected into the grid is shown for phase-a in
Fig. 6(a). It is noted that for the first power level (nominal),
the voltage and current in the PCC are in phase, that is, the
unity power factor. In the time periods referring to the second
and third power levels, it was observed that the current
and voltage are out of phase with each other; however, this
behavior was imposed on purpose to meet the need for the
impedance estimation method.

The variations in power injected into the grid become
explicit when observing the variations in voltage levels at the
PCC and current injected into the grid. These signals were
recorded and are presented in Figs. 6(b) and 6(c), for the
voltage at the PCC and for the injected current, respectively.

Figs. 6(d), 6(e) and 6(f) present the results of applying
the IDSC algorithm throughout the observation window. Of
these, it was observed that after imposing a new power level,
the algorithm faces a transition period until it converges to an
estimate. The longest observed transient period was recorded
for Ik after the transition from power level one to two, where

it took 0.3 s to stabilize. These periods depend entirely on
the dynamics of the system and are practically equal to the
periods necessary to stabilize the input variables of the IDSC
technique.

In Fig. 6(d) it was observed that, as programmed, the
angle of the current injected into the grid (φk) varied
according to the conditions imposed through the control
system, assuming pre-established values in each section of
power. The estimated amplitude for the PCC voltage shown
in Fig. 6(e) presented relatively small variations, sufficient
to meet the demands of the impedance estimation method.
From Fig. 6(f) we can see the variation in the estimated
amplitude for the injected current (Ik) proportional to the
power levels proposed in Table 2.

Furthermore, 6(d), 6(e) and 6(f) show the action zone of
the Average block, which is highlighted at the end of the
duration interval of each of the three different power levels
imposed by the control system. Respectively, zones A, B,
and C refer to the last 2500 samples recorded at the end of
the time interval of power levels one, two, and three.

From the instant of time equal to one second, the
system collected and stored the necessary set of input
values [V1 I1 φ1 V2 I2 φ2 V3 I3 φ3] to estimate the grid
impedance via an iterative method

In this work, the performance of the Newton-Raphson
(NR), Potra-Pták (PP), and Chun (CH) methods applied to
grid impedance estimation is compared taking into account
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the following figures of merit: Percentage Error (PE), Ex-
ecution Time (ET), Number of Iterations (NI), Efficiency
Index (EI), Computational Efficiency (CE), Computational
Efficiency Index (CEI), and Stability (STB). The results
obtained are presented in Tables 3 and 4.

To compare the iterative methods, equality conditions
were implemented, highlighting that all the iterative methods
evaluated started from the same initial solution, this solution
being: x0 = [0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1]

T, also, all
were programmed with a tolerance equal to 0.1.

In addition to the results obtained for the parameters
contained in Table 1, results were also recorded by changing
the grid inductance to Lg = 1.5 mH. When successively
repeated applications of iterative methods to solve the same
system, for computational reasons, the performance for the
figures of merit, PE and ET may vary slightly with each
different test. Therefore, in this work, the values presented
for these indicators are the average value obtained after ten
rounds of successive tests.

According to the results grouped in Table 3, it is observed
that the highest percentage error in estimating grid resistance
(PER) was recorded for the PP method. The method that
obtained the lowest PER was the CH method. Regarding
the percentage error in estimating the grid inductance (PEL),
what was observed for PER was repeated.

The lowest ETs were obtained via NR; in this regard, PP
was inferior to both NR and the CH method. Regarding the
number of iterations needed to converge to the estimated
value, NR and PP needed 14 iterations, while CH used
25 iterations when Lg = 1 mH and 24 iterations when
Lg = 1.5 mH.

The figures of merit EI, CE and CEI depend on the number
of equations that make up the system under analysis, the
order of convergence of the iterative method, the number of
operations performed per iteration, and the number of func-
tion and Jacobian evaluations per iteration. These indicators
were calculated according to (17), (18) and (19), the results
are presented in Table 4.

As the PP and CH methods (as well as most iterative
methods) derive from the NR method, the values obtained
for EI, CE and CEI are very similar for the three methods
under analysis. However, pragmatically, in these aspects, the
PP method is slightly superior to the others.

To conclude on the stability of the iterative methods
analyzed, successive tests were carried out in which the
values that make up the initial solution vector were changed
by ±50%. During this test battery, it was observed that small
variations in this vector also imply small variations in the
estimated impedance values. Therefore, all methods were
classified as stable when applied specifically to this problem.

V. CONCLUSION
In this work, a comparative study was presented to eval-
uate the performance of iterative methods for nonlinear
systems applied to grid impedance estimation. Newton-
Raphson (NR), Potra-Pták (PP), and Chun (CH) methods
were incorporated into the control system of a grid-connected
photovoltaic plant for the purpose of estimating the resis-
tance and inductance parameters of the grid. This analysis
aimed to contribute to the process of selecting the most
appropriate iterative method to be used in applications that
require grid impedance estimates.

The percentage error (PE), execution time (ET), num-
ber of iterations (NI), efficiency index (EI), computational
efficiency (CE), computational efficiency index (CEI), and
stability (STB) were the indicators of adoption performance.

Real-time simulations demonstrated the effectiveness of
the adopted estimation technique, as well as proving the
applicability of iterative methods for online estimation of
grid parameters.

From the results obtained, it is possible to conclude that
in relation to PE, the CH method performed better than
the others. With regard to ET, it was observed that the
difference between the average ET values for the NR and CH
methods is only 5 ms. Taking into account that the estimated
value delivered to a given application is fundamental for the
assertiveness of the control action to be taken, it is concluded

TABLE 3. Performance results of iterative methods applied to grid impedance estimation - Figures of Merit: Block 1.

Figure of Merit
Newton-Raphson (NR) Potra-Pták (PP) Chun (CH)

When Lg = 1mH When Lg = 1.5mH When Lg = 1mH When Lg = 1.5mH When Lg = 1mH When Lg = 1.5mH

Percentage Error for Rg−est (PER) 0.031602% 0.038923% 0.368153% 0.375474% 0.015155% 0.009297%
Percentage Error for Lg−est (PEL) 0.131378% 0.081931% 0.931425% 0.615296% 0.063004% 0.019570%

Execution Time (ET) 24.98 ms 18.28 ms 41.86 ms 34.57 ms 26.99 ms 27.82 ms

Number of Iterations (NI) 14 14 14 14 25 24

TABLE 4. Performance results of iterative methods applied to grid impedance estimation - Figures of Merit: Block 2.

Figure of Merit Newton-Raphson (NR) Potra-Pták (PP) Chun (CH)
Efficiency Index (EI) 1.0096 1.0138 1.0096

Computational Efficiency (CE) 1.0019 1.0023 1.0022
Computational Efficiency Index (CEI) 1.0012 1.0019 1.0018

Stability Yes Yes Yes
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that the Chun method is more suitable for applications that
require great precision of estimates, such as, for example,
guaranteeing stability. For applications that require reason-
able precision (when compared to that provided by the CH
method) and the speed of decision making by the control
system is paramount, the NR method is more appropriate.
An example of this type of application being anti- islanding
detection.
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